INlumiNeRF: 3D Relighting Without Inverse Rendering
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Input: images + poses + novel illumination
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Output: 3D reconstruction under novel illumination

Figure 1: Given a set of posed input images under an unknown lighting (four exemplar images from
the set are shown on top), [llumiNeRF produces high-quality novel views (bottom) relit under a target
lighting (illustrated as chrome balls). Inputs obtained from the Stanford-ORB dataset [27].

Abstract

Existing methods for relightable view synthesis — using a set of images of an
object under unknown lighting to recover a 3D representation that can be rendered
from novel viewpoints under a target illumination — are based on inverse ren-
dering, and attempt to disentangle the object geometry, materials, and lighting
that explain the input images. Furthermore, this typically involves optimization
through differentiable Monte Carlo rendering, which is brittle and computationally-
expensive. In this work, we propose a simpler approach: we first relight each
input image using an image diffusion model conditioned on target environment
lighting and estimated object geometry. We then reconstruct a Neural Radiance
Field (NeRF) with these relit images, from which we render novel views under the
target lighting. We demonstrate that this strategy is surprisingly competitive and
achieves state-of-the-art results on multiple relighting benchmarks. Please see our
project page at illuminerf.github.io.

1 Introduction

Capturing an object’s appearance so that it can be accurately rendered in novel environments is
a central problem in computer vision whose solution would democratize 3D content creation for
augmented and virtual reality, photography, filmmaking, and game development. Recent advances in
view synthesis [36] have made impressive progress in reconstructing a 3D representation that can
be rendered from novel viewpoints, using just a set of observed images. However, those methods
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typically only recover the appearance of the object under the captured illumination, and relightable
view synthesis — rendering novel views of the captured object under arbitrary target environments —
remains challenging.

Recent methods for recovering relightable 3D representations treat this task as inverse rendering,
and attempt to estimate the geometry, materials, and illumination that jointly explain the input
images using physically-based rendering methods. These approaches typically involve gradient-
based optimization through differentiable Monte Carlo rendering procedures, which are noisy and
computationally-expensive. Moreover, the inverse rendering optimization problem is brittle and
inherently ambiguous; many potential sets of geometry, materials, and lighting can explain the input
images, but many of these incorrect explanations produce obviously implausible renderings when
rendered under novel unobserved illumination.

We propose a different approach that avoids inverse rendering and instead leverages a generative
image model fine-tuned for the task of relighting. Given a set of images viewing an object and a
desired target illumination, we use a single-image 2D Relighting Diffusion Model that outputs relit
images of the object under the target illumination. Due to the ambiguous nature of the problem, each
sample of the generative model encodes a different explanation of the object’s materials, geometry
and the input illumination. However, as opposed to optimization-based inverse rendering, such
samples are all plausible relit images since they are the output of the trained diffusion model.

Instead of attempting to recover a single explanation of the underlying object’s appearance, we sample
multiple plausible relit images for each observed viewpoint, and treat the underlying explanations as
samples of unobserved latent variables. To recover a final consistent 3D representation of the relit
object, we use the full set of sampled relit images from all viewpoints to train a “latent NeRF” that
reconciles all the samples into a single 3D representation, which can be rendered to produce plausible
relit images from novel viewpoints.

The key contribution of our work is a new paradigm for relightable 3D reconstruction that replaces
3D inverse rendering with: generating samples with a single-image 2D Relighting Diffusion Model
followed by distilling these samples into a 3D latent NeRF representation. We demonstrate that this
strategy is surprisingly competitive and outperforms existing most 3D inverse rendering baselines on
the TensolR [23] and Stanford-ORB [27] relighting and view synthesis benchmarks.

2 Related Work

Our work addresses the task of relightable 3D reconstruction by using a lighting-conditioned diffusion
model as a generative prior for single-image relighting. It is closely related to prior work in relightable
3D reconstruction, inverse rendering, and single-image relighting. Below, we review these lines of
work and discuss how they relate to our proposed approach.

Relightable 3D Reconstruction The goal of relightable 3D reconstruction is to reconstruct a 3D
representation of an object that can be relit by novel illumination conditions and rendered from novel
camera poses. In scenarios where an object is observed under multiple lighting conditions [12], it is
trivial to render its appearance under novel illumination that is a linear combination of the observed
lighting conditions, due to the linear behavior of light. This approach is generally limited to laboratory
capture scenarios where it is possible to observe an object under a lighting basis.

In more casual capture scenarios, the object is observed under just a single or a small handful of
lighting conditions. Existing works typically address this setting using methods based on inverse
rendering that explicitly factor an object’s appearance into the underlying 3D geometry, object
material properties, and lighting that jointly explain the observed images. State-of-the-art approaches
to 3D inverse rendering [9, 10, 17, 23, 26, 33, 38, 46, 47] generally utilize the following strategy: they
start with a neural field representation of 3D geometry (typically volume density as in NeRF [36],
hybrid volume-surface representations as in NeuS [57] and VoISDF [59], or meshes extracted from
neural field representations) from the input images, equip the model with a representation of surface
materials (e.g. spatially-varying BRDF parameters) and lighting, and jointly optimize these factors
through a differentiable physics-based rendering procedure [40]. While methods may differ in
their choice of geometry, material, and lighting representations, and employ different techniques
to accelerate the evaluation of the rendering integral, they generally all follow this same high-
level inverse rendering strategy. Unfortunately, even if the geometry is known, inverse rendering



is a notoriously ambiguous problem3, 52] and many combinations of materials and lighting

can explain an object's appearance. However, not all of these combinations are plausible, and
incorrect factorizations that explain observed images under one lighting condition may produce
glaring artifacts when rendered under different lighting. Furthermore, differentiable physics-based
rendering is computationally-expensive as thousands of samples are needed for Monte Carlo estimates
of the rendering integral, typically requires custom implementatigns, 2, 28, 32, 35, 54], and

the resulting inverse rendering loss landscape is non-smooth and dif cult to optimize effectively with
gradient descent [14].

Single Image Relighting Instead of using inverse rendering to recover object material parameters
which can be relit with physically-based rendering techniques, we train a diffusion model that can
directly sample from the distribution of relit images conditioned on a target lighting condition.
This diffusion model is essentially a generative single-image relighting model. Early single image
relighting techniques employed optimization-based inverse rendefjngSubsequent methods
trained deep convolutional neural networks to output image geometry, materials, and lighfiag] [

or in some cases, to directly output relitimages [48, 7, 8].

Most related to our method are a few recent works that have trained diffusion models for single image
relighting. Lightlt [25] trains a model similar to ControlNe6§] to relight outdoor images under
arbitrary sun positions conditioned on input normals and shading. Diffusionlddgheftimates the
lighting of an image by using a ControlNet to inpaint the color pixels of a chrome ball in the middle
of the scene, from which an environment map can be recovered.

Most similar to our work is the concurrent method of DiLightNét] that focuses on single image
relighting. DiLightNet uses a ControlNet-basé&d] approach to condition a single-image relighting
diffusion model on a target environment map. DiLightNet uses a set of “radiance digs™{
renderings of the object's geometry (obtained from an off-the-shelf monocular depth network) with
various roughness levels under the target environment illumination — as conditioning. Our method
instead focuses on 3D relighting, where multiple of images of an object are available. It uses a similar
single-image relighting diffusion model conditioned on radiance cues. Unlike DiLightNet which uses
geometry from monocular depth estimation to render radiance cues, we use geometry estimated from
the input views using a state-of-the-art surface reconstruction mefighdrhis allows our model to

better model complex light transport effects such as interre ections caused by occluded geometry.

3 Method

3.1 Problem Formulation

Given a dataset of images of an object and corresponding cameralposei(l;; i)giN=1 , the
general goal of relightable 3D reconstruction is to estimate a model with paramebertswhen
rendered, produces relit versions of the dataset under unobserved target illumirfatidhis can be
expressed as:

? = argmax p(DTjD); (1)

whereD" | relight(D;LT; i; ); | .-, Is arelit version of the original dataset under target

illumination L™ using model . Note that Eq(1) only maximizes the likelihood of the original given
poses after relighting. However, by using view synthesis, we can then turn the collection of relit
images into a 3D representation which can be rendered from arbitrary poses. For brevity, we therefore
omit the implicit dependence &' in

This relighting problem has traditionally been solved by using inverse rendering. Inverse rendering
techniques do not maximize the probability of the relit renderings, but instead recover a single point
estimate of the most likely scene geome@ymaterialsM , and lightingL (note that this is the
“source” lighting condition for the observed images) that together explain the input dataset, and then
use physically-based rendering to relight this factorized explanation under the target lighting. Inverse
rendering seeks to recoveR = (G?;M?), where:

G’;M?;L? = argmax p(G; M; L jD) = argmax p(DjG; M;L )p(G;M; L ): 2)
G;M;L G;M;L



Figure 2:Overview. Given a set of imagelsand camera posesin (a), we run NeRF to extract the

3D geometry as in (b). Based on this geometry and a target light shown in (c), we create radiance
cues for each given input view as in (d). Next, we independently relight each input image using a
single-image Relighting Diffusion Model illustrated in (e) and san®lgossible solutions for each

given view displayed in (f). Finally, we distill the relit set of images into a 3D representation through

a Latent NeRF optimization as in (g) and (h).

The rst data likelihood term is computed by physics-based rendering of the estimated model and the
second prior term is often factorized into separate handcrafted priors on geometry, materials, and
lighting [23, 33, 43].

A relighting approach based on inverse rendering then renders eachlinmaBecorresponding to
camera pose using the recovered geometry and materials, illuminated by the target lighting
resulting inrelight(D;LT; ; 'R). This approach has three main issues. First, the differentiable
rendering procedures used to compute the gradient of the likelihood term are computationally-
expensive. Second, it requires careful modeling of light transport which is cumbersome and existing
differentiable renderers do not account for many types of lighting and material effects seen in the
real world. Third, there are often ambiguities betwdérandL , meaning that any errors in their
decomposition may be apparent in the relit data. It is quite dif cult to design effective handcrafted
priors on geometry, materials, and lighting, so inverse rendering procedures frequently recover
explanations that have a high data likelihood (are able to render the observed data) but produce clearly
incorrect results when re-rendered under different illumination.

3.2 Model Overview

We propose an approach that attempts to maximize the probability of relit images(ib) Bathout

using an explicit physically-based model of the object's lighting or materials. First, let us introduce a
latent variableZ that can be thought of as implicitly representing the input images' lighting along
with the object's material and geometry parameters. We can write the likelihood of the relit data as:

z z
p(DTjD)= p(D";ZjD)dz= p(D"jz;D)p(ZjD)dz: 3)

Introducing these latent variables lets us consider all relit renderings in the dataset(l;”; i),
as conditionally independent, since the rendering under the target lightirig deterministic given
the object's geometry and materials. This enables writing the likelihood as:

z" W #
p(DTiD) = p(D]jzi;Di) p(ZjD)dz: 4)
= {z } | —{z—)
latent NeRF latent prior

We propose to model this with a latent NeRF model, as used by Martin-Betala[34] that is able

to render novel views under the target illumination for any sampled latent vector. We describe this
model in Sec. 3.3. We train this NeRF model by generating a large quantity of sampled relitimages
with the same target lighting but with different (unknown) latent vectors usiRgleghting Diffusion
Modelwhich we will describe in Sec. 3.4. In this way, the latent NeRF model effectively distills a
large dataset of relit images sampled by the diffusion model into a single 3D representation that can
render novel views of the object under the target lighting for any sampled latent.



Figure 3:Relit samplesvs latent NeRF.(a) Samples of the Relighting Diffusion Model (Sec. 3.4)

for the same target environment map, and (b) renderings from the optimized Latent NeRF (Sec. 3.3)
for a xed value of the latent. The diffusion samples correspond to different latent explanations of
the scene and our latent NeRF optimization is able to effectively optimize these latent variables along
with the NeRF model's parameters to produce consistent renderings for each latent explanation.

3.3 Latent NeRF Model

We wish to model the distribution in E§4) in a manner that lets us render images that correspond to
relit views of the object for any sampled lateht We choose to model this with a latent code NeRF

3D representation, inspired by prior works that condition NeRFs on latent codes to represent sources
of variation such as the time of day during captui€][ This latent NeRF optimizes a set of latent
codes that are used to condition the view-dependent color function represented by the NeRF, enabling
it to render novel views of the relit object under the target illumination for any sampled latent code.
In our implementation, the latent NeRF's geometry does not depend on the latent code, so the latent
code may be interpreted as only representing the object's material properties.

To optimize the parametersof the latent NeRF model, we maximize the log-likelihood, which by
using Eq. (4), can be written as the following maximization problem:
z " #
, W
? = argmax logp(D " jD) = argmax log p(D]jzZi;D;i) p(ZjD)dz: (5)
i=1

Because integrating over all possible lateatis intractable, we use a heuristic inference strategy
and replace the integral with the maximum a posteriori (MAP) estimafe of
( X
argmaxmax logp(D{jZ;;D;) +log p(ZjD) : (6)
i=1

By assuming a Gaussian model over the data given the materials, the rst term {6)k&s).a
reconstruction loss over the images. However, since we do not have access to the true latent, vector
we assume a uniform prior over them, turning the second term ii@tmto a constant. In practice,
similar to prior work on NeRFs optimized to generate new views given a dataset containing images
with varying appearance, we rely on the NeRF model to resolve any mismatches in the appearance of
differentimages34]. See Fig. 3 for illustrations. The minimization of the negative log-likelihood

can then be written as:

X
? = argmin min kD! latent-NeRF( ;Z;; i)k (7)

i=1

3.4 Relighting Diffusion Model

In order to train the latent NeRF model described in Sec. 3.3, we use a Relighting Diffusion Model
(RDM) to generates samples for each viewpoint frop{D;" jD;). In other words, given an input
image and target lightingg ", the single-image RDM sampleé® images corresponding to relit



Figure 4: Example radiance cues for a view of the "hotdog' scene.

versions ofD; that have a high likelihood given the new target liggit. We then associate each

latent NeRF (Eq. (7)).

Our RDM is implemented as an image denoising diffusion model that is conditioned by the input
image and target lighting. To encode the target lighting, we use image-space radiand&cte [,
visualized in Fig. 4. These radiance cues are generated by using a simple shading model to render
a handful of images of the object's estimated geometry under the target lighting. This procedure is
designed to provide information about the effects of specularities, shadows, and global illumination,
without requiring the diffusion network to learn these effects from scratch. In our experiments, we
use four different pre-de ned materials to render radiance cues: one diffuse material with a pure
white albedo, and three purely-specular materials with roughness ¥&h@£50:13; 0:34g. We use

GGX [55] as the shading model. For more details, please refer to Sec. A.2.

The RDM architecture consists of a pretrained latent image diffusion model, similar to StableDiffu-
sion [45], and uses a ControlNeb ] based approach to condition on the radiance cues. Please refer
to Sec. A.3 for more architecture details.

4 Experiments

4.1 Experimental Setup

Relighting Dataset We render objects from Objaverse] under varying poses and illuminations.

For each object, we randomly sample 4 poses, and render each under 4 different lighting conditions.
We represent the lighting as HDR environment maps, and randomly sample from a dataset of 509
environment maps from Polyhaven [60]. For more details, see Sec. A.4.

Evaluation Datasets We evaluate our method on two datasets: TensafR a synthetic benchmark,

and Stanford-ORBZ7], a real-world benchmark. TensolR contains renderings of four synthetic
objects rendered under six lighting conditions. Followigg][ we use the training split of 100
renderings with “sunset” lighting as inpfit;g. We then evaluate on 200 poses, each of which has
renderings under ve different environment maps,, “bridge”, “city”, “ replace”, “forest”, and

“night”, for a total of4000renderings. Stanford-ORB is a real-world benchmark for inverse rendering
on data captured in the wild. It contains 14 objects with various materials and captures each object
under three different lighting settings, resulting in 42 (object, lighting) pairs. For the task of relighting,
we are given images of an object under a single lighting condition and follow the benchmark protocol

to evaluate relit images of the object under the two target lighting settings.

Baselines We compare our method to several existing inverse rendering approaches. On both
benchmarks, we compare to NeRFacti and InvRenderg6]. On the synthetic benchmark, we
additionally compare to TensolR 3|, the current top-performing approach on that benchmark. For
the Stanford-ORB benchmark, we additionally compare to Phy&{; INVDiffRec [38], NeRD [10],
NVDiffRecMC [17], and Neural-PBIR [47].

Our Model Inference At inference time, the ideal embedding veciothat best corresponds to the
actual material is unknown. One approach to nd this vector is to optildize match a subset of
the test set images (as ir34]). However, to ensure a fair comparison, we avoid this optimization.
Instead, we seX = 0 for all views when rendering test images.
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