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Figure 1: Pipeline of the multi-scale masking. We first obtain the multi-scale representation of
input point clouds by FPS and k-NN. Then, we random mask the points at the highest level and
back-project the visible positions into precedent scales.

1 Additional Related Work

Transformers. Transformers [21] are first proposed in natural language processing to capture
the inter-word relations in a long sentence, and have dominated most language tasks [6, 16, 17, 2].
Motivated by this, Vision Transformers [7] and DETR [3] introduce the transformer architecture
into computer vision, and stimulate follow-up works to effectively apply transformers to a wide
range of vision tasks, such as image classification [18, 13, 14], object detection [31, 30, 9], semantic
segmentation [24] and so on [12]. For 3D understanding, transformer-based networks are also adopted
for shape classification, part segmentation [10, 29], 3D object detection from point clouds [15] and
monocular images [28]. As a pioneer work, PCT [10] utilizes neighbor embedding layers to aggregate
local features and processes the downsampled point clouds by transformer blocks. PoinTr [26]
and Point-BERT [27] divide point clouds into multiple spatial local patches and utilize standard
transformers of plain architectures to encode the patches. On top of that, we propose Point-M2AE
with a hierarchical encoder-decoder transformer, which is designed for MAE-style self-supervised
point cloud pre-training and can well capture the multi-scale features of point clouds.

2 Implementation Details

Positional Encodings. To complement the 3D spatial information, we apply positional encodings
to all attention layers in Point-M2AE. For point tokens T v

i or {Hm
i , Hv

i } at stage i, we utilize a
two-layer MLP to encode its corresponding 3D coordinates P v

i or {Pm
i , P v

i } into Ci-channel vectors,
and element-wisely add them with the token features before feeding into the attention layer.
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Figure 2: Learning curves of Point-M2AE with and without pre-training. We visualize the
accuracy (Left) and loss curves (Right) on ModelNet40 [23] and ScanObjectNN [19]. We zoom in
on the converged accuracy and loss for comparison.

Before Fine-tuning After Fine-tuning

Figure 3: t-SNE [20] visualization on ModelNet40 [23]. We show the features distribution extracted
by Point-M2AE before (Left) and after (After) the fine-tuning.

Self-supervised Pre-training. Following previous works [1, 22], we sample 2,048 points from
each 3D shape in ShapeNet [4] for pre-training Point-M2AE. We pre-train the network for 300
epochs with a batch size 128 and adopt AdamW [11] as the optimizer. We set the initial learning
rate and the weight decay as 10−4 and 5×10−2, respectively, and adopt the cosine scheduler along
with a 10-epoch warm-up. We utilize the common random scaling and random translation for data
augmentation during pre-training. For linear SVM on ModelNet40 [23], after the hierarchical encoder,
we use both max and average pooling to aggregate the features between point tokens, and sum the
two pooled features as the encoded global feature of the point cloud.

Shape Classification. We fine-tune Point-M2AE on two datasets for shape classification. The
widely adopted ModelNet40 [23] consists synthetic 3D shapes of 40 categories, in which 9,843
samples are for training, and the other 2,468 are for validation. The challenging ScanObjectNN [19]
contains 11,416 training and 2,882 validation point clouds of 15 categories, which are captured from
the noisy real-world scenes and thus have domain gaps with the pre-trained ShapeNet [4] dataset.
ScanObjectNN is divided into three splits for evaluation, OBJ-BG, OBJ-ONLY and PB-T50-RS,
where PB-T50-RS is the most difficult for recognition. We respectively sample 1,024 and 2,048
points from each 3D shape of ModelNet40 and ScanObjectNN, and utilize only 3-channel coordinates
as inputs. The same training settings are adopted for the two datasets. We fine-tune the network for
300 epochs with a batch size 32, and set the learning rate as 5×10−4 with a weight decay 5×10−2.
For other training hyper-parameters, we keep them the same as the pre-training experiment.

Part Segmentation. ShapeNetPart [25] contains 16,881 synthetic 3D shapes of 16 object categories
and 50 part categories, where 14,007 and 2,874 samples are respectively for training and validation.
We sample 2,048 points from each shape as inputs, and predict the part categories for all points. We
fine-tune Point-M2AE for 300 epochs with a batch size 16 and set the learning rate as 2×10−4 with a
weight decay 0.1. Other training settings are the same as the shape classification experiments.
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Figure 4: Visualization of local spatial attention. We visualize the attention weights without (Top)
and with (Bottom) local spatial attention. The query points are marked by stars. The attention scopes
are marked by arrows and dotted circles in yellow.

Few-shot Classification. We follow previous works [27, 1, 22], to adopt the “K-way N-shot”
settings on ModelNet40 [23] for few-shot classification. We randomly select K out of 40 classes
and sample N+20 3D shapes per class, N for training and 20 for testing. We evaluate Point-M2AE
on four few-shot settings: 5-way 10-shot, 5-way 20-shot, 10-way 10-shot, and 10-way 20-shot. To
alleviate the variance of random sampling, we conduct 10 independent runs for each few-shot setting
and report the average accuracy and standard deviation. We adopt the same training settings as shape
classification experiments but only fine-tune Point-M2AE for 150 epochs.

3D Object Detection. We pre-train and fine-tune Point-MAE for 3D object detection both on
ScanNetV2 [5]. The dataset contains 1,513 scanned indoor scenes with axis-aligned 3D bounding
boxes for 18 categories, 1,201 for training and 312 for validation. As we adopt the same encoder
architecture in 3DETR-m [15] with 2 stages, we set the stage number of decoder as 1, which accords
with the regulation of S-stage encoder and (S − 1)-stage decoder. We pre-train Point-M2AE for
1,080 epochs with the learning rate 5×10−4, and follow other hyper-parameters in the experiment of
pre-training on ShapeNet [4]. For fine-tuning, we adopt the same settings as training 3DETR-m from
scratch in the original paper [15] for fair comparison.

3 Additional Visualization

Multi-scale Masking Pipeline. In Figure 1, we show the simplified masking pipeline, which clearly
illustrates how the mask is generated at the highest scale and back-projects to precedent layers.

Learning Curves. To compare the training with and without pre-training, we present their loss
and accuracy curves on ModelNet40 [23] and ScanObjectNN [19]. As shown in Figure 2, the curves
with pre-training converge faster and achieve higher classification accuracy than the curves without
pre-training. This fully demonstrates the effectiveness of Point-M2AE’s hierarchical pre-training.

t-SNE [20]. In Figure 3, we visualize the features distribution extracted by Point-M2AE before and
after fine-tuning on ModelNet40 [23]. As shown, Point-M2AE right after pre-training can already
produce discriminative features for different categories without fine-tuning. Then, the fine-tuning
further clusters the features of the same category and separates those of different categories.

Local Spatial Attention. We visualize the attention weights with and without the local attention
on ModelNet40 [23] in Figure 4. As shown, with the local attention, the query point (marked by
star) only has large attention values within a local spatial range (marked by yellow dotted circles),
other than scattering over the entire 3D shape (marked by yellow arrows). This enables each point to
concentrate more on neighboring local features in early stages for capturing detailed structures.

Part Segmentation Results. The fine-grained 3D patterns learned by our hierarchical architecture
largely benefits 3D downstream tasks with dense prediction, e.g., part segmentation. In Figure 5, we
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Figure 5: Visualization of part segmentation results. We denote the outputs from hierarchical and
non-hierarchical architectures as [NH] and [H], respectively. For an input point cloud (Middle), we
visualize its extracted features (Left) and part segmentation results (Right).

Table 1: Transformer stages. We experiment
different stage number of the hierarchical en-
coder and decoder in Point-M2AE.

Encoder Decoder Acc. (%)

3 2 92.9
2 1 91.8
4 3 90.4
3 3 90.7

Table 2: Transformer blocks. Based on the
3-stage encoder and 2-stage decoder, we experi-
ment different block numbers per stage.

Encoder Decoder Acc. (%)

5 1 92.9
4 1 92.7
3 1 92.6
5 2 91.7

compare our Point-M2AE with multi-stage, [H], and single-scale, [NH], architectures by visualizing
the extracted point features and the segmentation results on ShapeNetPart [25]. As shown, the
multi-scale architecture predicts more fine-grained part labels for the objects.

4 Additional Ablation Study

Transformer Stages. Each stage in Point-M2AE encodes the corresponding scale of the point
cloud. In Table 1, we explore the best stage number of both encoder and decoder for learning
multi-scale point cloud features during pre-training. As reported, the 3-stage encoder with 2-stage
decoder performs the best. If the decoder also has three stages as the encoder, and reconstructs the
point cloud at the 1-th scale, the performance would be adversely influenced.

Transformer Blocks. In each stage, we apply several transformer blocks to encode features of the
point tokens. We experiment with different block numbers in each stage of the encoder and decoder
in Table 2. We observe that stacking five blocks per stage for encoder and only one block for decoder
achieve the highest accuracy. This asymmetric architecture enforces the encoder to contain more
semantic information of the point cloud, which benefits the transfer capacity of Point-M2AE.

Table 3: Fine-tuning settings. For ‘max + ave. pooling’,
we adopt max and average pooling to obtain two global
features and sum them as the input of classification head.
‘w/o Local Atten.’ denotes vanilla global self-attention.

Settings ModelNet40 ScanObjectNN

max pooling 93.3 85.98
average pooling 92.8 85.66
max + ave. pooling 94.0 86.43
class token 93.4 86.02
w/o Local Atten. 93.5 85.82

Fine-tuning Settings. For fine-tuning
on downstream classification tasks, we
obtain the global feature from point to-
kens by pooling, and apply a MLP-based
head for classification. In Table 3, we
investigate different pooling operations
along with the class token method to in-
tegrate features of all point tokens. Re-
ferring to [7], we concatenate a learnable
class token with the point tokens at the 1-
st scale, and feed them into the hierarchi-
cal encoder. After encoding, we directly
utilize this class token as the global fea-
ture for classification. As reported, ‘max
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+ ave. pooling’ performs the best for fine-tuning, which is our default in all shape classification
experiments. We also show the classification results without local spatial attention layers, which
illustrates the significance of encoding local features with increasing receptive fields.

Table 4: Pre-training losses. ‘CD’ and ‘EMD’ denote
Chamfer Distance and Earth Mover’s Distance losses.

L2-norm CD L1-norm CD EMD Acc. (%)

✓ - - 92.9
- ✓ - 91.1
- - ✓ 91.9
✓ - ✓ 92.4
- ✓ ✓ 91.3

Pre-training Loss Functions. Except
for the Chamfer Distance loss [8] with L2
normalization (L2-norm CD), we further
evaluate the L1-normalized Chamfer Dis-
tance loss (L1-norm CD), Earth Mover’s
Distance loss (EMD), and their combina-
tions. As shown in the table 4, the original
L2-norm CD loss performs better than all
other compared losses. We denote the re-
constructed and ground-truth point sets as
S1 and S2. Compared to EMD loss that
requires an optimal mapping for every point between S1 and S2, L2-norm CD loss only optimizes
the separate pair-wise distances and is thus more robust to the variation of 3D structures. Compared
to L1-norm CD loss, L2 norm of Euclidean Distances can better depict spatial distribution and pay
more attention to the far away points.
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