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1 Effects of the introduction of the entity mask

The introduction of the extra entity mask has huge significance for one-shot adaptation task, to
illustrate that we use the same references with and without masks to adapt the GANs. The results in
Fig. 1(a) prove the mask helps to clearly define the target domain. If there is no mask, the synthesis
only obtains the exemplary style, otherwise both the entity and style. Fig. 1(b) shows that, without a
mask, the hair is polluted by the color and texture of the Christmas hat, thus a mask can prevent the
style of the entity from negatively impacting other areas. In Fig. 1(c), the mask allows the model to
pay more attention to the interesting objects, note that the eyes on the right are closer to the reference
than the eye on the left.
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Figure 1: Adapting the GANs with and without entity masks can obtain different results.

2 Comparison of different distribution matching losses

Both style transfer and entity generation can be interpreted by learning the internal distribution of
the example, thus we compare the SWD with the commonly-used Gram loss [5], moment matching
loss [10, 7] to demonstrate the superiority of SWD. Although patch GAN loss [6] is an alternative in
theory and the most prevalent way for image translation, the GAN framework is too bulk (about 50
minutes training time, large GPU memory occupation), and easily causes serious over-fitting for the
single target image. Please refer to the right image in Fig. 3 to see the results of using patch GAN
loss.

In theory, SWD can completely capture the distribution. For two distributions p and q, SWD(p; q) =
0 ⇔ p = q [14, 8]. However, as proved in [10], Gram loss vanishes just means p and q have same
expectation (i.e., the first center moment). And the moment matching loss [10, 7] vanishes just means
p and q have the same high order center moments. Hence, SWD, Gram loss, and moment matching
loss are theoretically practicable for Style adaptation. It is well known that a successful generative
model needs learn the exact distribution, thus only SWD can be used for entity adaptation.

We conduct the experiment to validate the theoretical analysis. We adopt Gram loss [5], moment
matching loss [10], and SWD to Lstyle and Lent respectively. They will run with the same vgg
features as stated in the main paper. After careful adjustment of weights, for Gram loss we set the
weight of Lstyle as 2e− 6, the weight of Lent as 2e− 5. For moment loss we set the weight of Lstyle

as 2e− 3, the weight of Lent as 2e− 2. The results are shown in Fig. 2. These three losses can get
similar visual effects for style adaptation, but behave very differently for entity adaptation. Obviously,
Gram loss gets the worst results. Hence most pixels in entity masks are zero, and the mean value
of the target entity image is close to zero, causing the synthesized entities to be grey. The moment
matching loss can precisely transfer the red color of the hats than Gram loss, but it still cannot transfer
the glass completely. Finally, SWD can achieve the best results. The experiment proves that SWD is
more suited to our task than other distribution matching losses.

3 Laplacian regularization

3.1 PyTorch-style pseudo code

The PyTorch-style pseudo code is shown in Algorithm 1, note that a normalization process is needed
to eliminate the impact of batch and channel number at last.
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Figure 2: Comparisons of different internal distribution losses.

Algorithm 1: PyTorch-style pseudocode forL V LapR

# encoder - CLIP (or other) image encoder
# z [B,C] or [B,d,C] - latent codes
# source_sample [B,C,H,W] - syntheses from source generator
# target_sample [B,C,H,W] - syntheses from target generator
# t - scalar
# compute Laplacian matrix
z = z.flatten(1)
W = torch.exp(-(z.unsqueeze(1)-z.unsqueeze(0)).norm(dim=-1, p=2)/t)
D = torch.diag(torch.sum(W, dim=-1))
L = D-W
# compute loss
R = encoder(target_sample)-encoder(source_sample)
loss = torch.trace(R.permute(1, 0)@L@R)
# eliminate the influence of B and C
B,C = R.shape
loss /= ((B**2-B)*C)

3.2 Derivation

In the main paper we have proposed the

L V LapR =
Z

W


 r W ] � (Gt (w ] )) � r W ] � (Gs(w ] ))
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dP(w); (1)

which can be estimated by

L V LapR =
nX

i;j =1

wi;j

 � (y i ) � � (y j ) + � (x j ) � � j (x i )


 2

(2a)

= 2 tr (R T LR ): (2b)
Here we make a brief description of the relation of the above formulas. Since the derivation only
relies on some classical conclusions, we do not present them here but provide the necessary references
for readers to consult.

From Eq. (1) to Eq. (2a) 1 If we de�ne f (w ) = � (Gt (w )) � � (Gs(w )) , since the linearity of
derivative is true on Riemannian manifold (Theorem 2.1 in [11]), the Eq. (1) is equivalent to

Z

W


 r W ] f (w ] )


 2

dP(w): (3)
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