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1 Proof of Theorem

Proof. We first solves the recursive formulation for the RFAuM Rj,. According to the Woodbury
matrix identity, for any invertible square matrices A and C, we have

(A+vucv)y't=A"t'-A'ucct+valu)yvAaAL

Let A=R; ', U=X"T vV = X" and C = I. Hence, from Ry, = (R;}, + X T Xx )1
and the Woodbury matrix identity, we have

Ry =Ry 1 — R 1 X0 (T + X\ R 1 X7 X Ry (a)

which completes the proof for the recursive formulation of RFAuM. Let Qp_; =
(XM, ... X7V, 1]. According to (7)), (8) and (@), we have

W]:(g])\j _ Rk |:Qk71 X](Cfe)Tthrain}

= [ReQir R XY (b)
where
R.Qr1 =R 1Qr—1 — Rk—IX;cfE)T(I + X;(Cfe)Rk—1X;(€fe)T)71X;(fe)Rk—1Qk—1
=W - Ry XUT(T 4 X}(ﬁfe>Rk71X]<€fe>T)71X]<€fe>WF(£§1). ©
Let K, = (I + X](Cfe)Rk_lxl(cfe)T)—l_ Since,
I=K.K.'=K,(I+X"R, X"
we have K, = I — KkX,(cfe)Rk,nge)T. Therefore,
Ry XTI 4 X©R, X1 _ R, XWTK,
= Ry XTI — K X R, X
= (Ry—1 — Ry 1 Kp X\ Ry ) X7 = R, X 1T
which allows (c) to be reduced to
RiQi-1 =Wy — RXTXPOWIY. (d
By substituting (d) into (b)), we complete the proof. O
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2 Strict-Memory Setting

Here we also give the average incremental accuracy (see Table[A]) for the compared methods for
strict-memory setting (i.e., only a fixed memory is allowed for the CIL). We adopt the memory budget
used in the RMM paper [12]. In details, for each benchmark data, the memory budget is determined
according to the phase number K. For instance [12], on CIFAR-10, the budget is 7k samples for
K = 5 (7k samples = 10 classes per phase x 500 samples per class + 2k samples). The numbers
reported in Table[A]are duplicated from [12] where the compared methods are implemented in the

same setting.

The ACIL gives identical results either in growing-exemplar or fixed memory settings. This is because
the ACIL does not belong to the branch of replay-based CIL.

Table A: Comparison of average incremental accuracy among compared methods for strict-memory

setting.
. . CIFAR-100 ImageNet-Subset ImageNet-Full
Metric Method Privay —g—s—T15 25 %0 K5 10 25 50 K5 10 25 50
LW (TPAMI 2018) 73679 5305 5044 3883 5360 3006 - 5200 4787 4749 -
iCaRL (CVPR 2017) X 6048 5604 5207 6733 6242 57.04 5057 4827 49.44
LUCIR (CVER 2019) X 6334 6247 59.69 7121 6821 6415 6516 6234 5737
s PODNet (ECCV 2020) X 6h60 6313 61.96 7645 7466 7015 6680 6489 60.28
LUCIR+Mnemonics (CVPR 2020) X 6459 6259 61.02 7260 7166 7052 6540 64.02 6205
POD+AANets (CVPR 2021) X 6661 6461 6263 7736 7583 7218 6797 6503 6203
POD+AANctstRMM (NeuriPS 2021)  x  68.86 67.61 6621 - 7952 7847 7654 - 6921 6745 6393 -
ACIL U 6630 6607 6595 6601 748l 7476 7459 7413 6534 6484 64.63 6435
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