
Supplementary

1 Outline

The following is the outline of this supplementary material:

• In appendix A, we present our upper-bound experiments which complements the experiments
presented in Table 2 and Table 3 of our main manuscript.

• In appendix B, we present extra qualitative results to show the advantage of our proposed
method.

• In appendix C, we present additional details of the camera projection model described by
Eq. (2) and Eq. (3) in our main manuscript.

• In appendix D, we present details about the re-implementation of SSLayout360 and its
results.

• In Figure 1, we show a t-SNE plot of the distributions in four datasets used in this work.

A Upper-bound Results

Table 1: Evaluation results of Setting 1 on MP3D-FPE [2].

Pre-trained Dataset Method 2D IoU (%) ↑ 3D IoU (%) ↑ RMSE ↓ δ1 ↑

MatterportLayout [7]

Pre-trained 65.38 62.28 0.58 0.78

SSLayout360∗ [4] 70.53 66.74 0.48 0.82
Ours 72.38 68.16 0.51 0.79

ZInD [1]

Pre-trained 45.43 42.17 1.02 0.61

SSLayout360∗ 62.59 58.17 0.65 0.74

Ours 66.63 61.88 0.57 0.75

LayoutNet [6]

Pre-trained 64.34 58.92 0.61 0.70

SSLayout360∗ 66.99 62.50 0.55 0.78
Ours 70.02 63.59 0.64 0.67

In Table 1 and Table 2 of this supplementary material, we present our upper-bound results that
complement the experiments shown in Table 2 and Table 3 of the main manuscript. These upper-
bound experiments use the same settings described in Sec 4 of our main manuscript, but instead
of using the lowest entropy HMLC for model selection, here we use the best 2D IoU evaluation.
Therefore, these experiments represent the scenario when ground truth annotations are available
during testing.

Comparing the results presented in our main manuscript with the ones depicted here, we can verify
that indeed our proposed metric HMLC can lead to similar best models but without using ground truth
annotations. In addition, our proposed method still outperforms other baselines, for both settings (i.e.,
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Table 2: Evaluation results of Setting 2 on MP3D-FPE [2].

Pre-trained Dataset Method 2D IoU (%) ↑ 3D IoU (%) ↑ RMSE ↓ δ1 ↑

MatterportLayout [7]
SSLayout360-ST∗ 70.07 66.19 0.47 0.82
Ours 72.67 67.72 0.53 0.75

ZInD [1]
SSLayout360-ST∗ 55.18 51.18 0.71 0.74
Ours 67.62 62.42 0.56 0.74

LayoutNet [6]
SSLayout360-ST∗ 66.14 61.51 0.57 0.76
Ours 68.78 61.74 0.70 0.64

Setting 1 and 2 described in Sec 4.2 in our main manuscript), which demonstrates the efficacy of our
self-training formulation.

B Qualitative Results

In this section, we present additional qualitative visualizations of multi-view layout consistency
projected to the top-view via the 2D density function in Figure 2.
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Figure 1: t-SNE plot of the four datasets in this work. It is observed that the three source datasets,
i.e., MatterportLayout, ZInD, and LayoutNet, have different data distributions with respect to the
target dataset, MP3D-FPE [2]. This is because these source datasets consist of real-world images,
whereas our target dataset is rendered from a simulator.
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Figure 2: 2D density function of multi-view layouts. We show the qualitative results on MP3D-
FPE dataset [2] for a pre-trained model on ZinD dataset [1] (a), the baseline SSLayout360* [4] (b),
and our proposed 360-MLC (c). In this figure, a sharper yellow silhouette represents an accumulation
of multiple layout estimations, hence showing the geometry consistency along the scene.
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