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A Dataset Analysis

A.1 Data Collection

Questions in the SCIENCEQA dataset are sourced from open resources managed by IXL Learning,
an online learning platform curated by experts in the field of K-12 education. The dataset includes
problems that align with California Common Core Content Standards. To construct SCIENCEQA, we
downloaded the original science problems and then extracted individual components (e.g. questions,
hints, images, options, answers, lectures, and solutions) from them based on heuristic rules.

We manually removed invalid questions, such as questions that have only one choice, questions that
contain faulty data, and questions that are duplicated, to comply with fair use and transformative

use of the law. If there were multiple correct answers that applied, we kept only one correct answer.
Also, we shuffled the answer options of each question to ensure the choices do not follow any
specific pattern. To make the dataset easy to use, we then used semi-automated scripts to reformat
the lectures and solutions. Therefore, special structures in the texts, such as tables and lists, are
easily distinguishable from simple text passages. Similar to ImageNet, ReClor, and PMR datasets,
SCIENCEQA is available for non-commercial research purposes only and the copyright belongs to
the original authors. To ensure data quality, we developed a data exploration tool to review examples
in the collected dataset, and incorrect annotations were further manually revised by experts. The tool
can be accessed at https://scienceqa.github.io/explore.html.

A.2 Question Statistics

Figure 9 (a) is a word cloud showing the most frequently appeared words in the question texts.
Stopping words that do not contain any semantic meaning, such as “what” or “and”, are removed to
give us a clearer view of the semantic range of SCIENCEQA. The diagram shows that SCIENCEQA
covers a wide range of topics, with words from different topics showing up across the cloud.

Figures 9 (b) (c) (d) show the word clouds for each of the three subjects. We can observe from the
word clouds that the words are well-matched to the subject themes. In natural science questions,
words such as “trait”, “magnet”, and “force” appear frequently. Words such as “capital” and “state”
show up frequently in social science questions, whereas words such as “dictionary” and “page” are
common in language science questions.

A.3 Choice Statistics

Choice number Size Percent
2 11,045 52.08%
3 5,078 23.94%
4 4,893 23.07%
5 192 0.91%

Table 8: Choice number distribution.

Table 8 shows the number of questions with each number of
different choices. Questions have a minimum of two options
and a maximum of five options. Figure 10 shows the distribu-
tion of choice length in SCIENCEQA. Most choices are short,
containing up to five words. However, the distribution has a
long tail where about 5% of the choices contain more than 15
words. Hence, it requires models to have a high level of text
understanding to address diversely distributed choices.
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(a) Questions of all subjects. (b) Questions in natural science.

(c) Questions in social science. (d) Questions in language science.

Figure 9: Word cloud distributions of question texts in different subjects.

A.4 Subject Statistics

Figure 11 shows the question length distribution of each subject. The three subjects all feature
long-tail distributions in terms of the number of question words. On average, social science questions
are the shortest, while language science questions are the longest. Language science questions are
distributed more evenly than other questions across different numbers of words. These features imply
that the SCIENCEQA dataset is rich in compositional diversity.

Figure 10: Choice length distribution. Figure 11: Question distributions of diff. subjects.

A.5 Grade Statistics

The grade distribution is shown in Figure 12. The majority of questions come from the middle
level curriculum (i.e., from grade 3 to grade 8) while around 10% are taken from the high school
curriculum (i.e., from grade 9 to grade 12). These high school level questions are close to or at the
difficulty level of the U.S. standardized tests for college admissions. Machine algorithms need to
master a large amount of scientific knowledge and perform complex reasoning in order to perform
well on SCIENCEQA.
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Grades Number Percent
Grade 1 95 0.45%
Grade 2 1,678 7.91%
Grade 3 3,032 14.3%
Grade 4 3,544 16.71%
Grade 5 3,086 14.55%
Grade 6 2,450 11.55%
Grade 7 2,749 12.96%
Grade 8 2,546 12.0%
Grade 9 491 2.32%
Grade 10 558 2.63%
Grade 11 539 2.54%
Grade 12 440 2.07%

(a) Grade distribution statistics. (b) Grade distribution visualization.

Figure 12: SCIENCEQA questions and their corresponding grades.

B Experiments

B.1 Experimental Details

Below are details on the experiments:

• Fine-tuning on the dataset. Fine-tuning baselines (VQA baselines and UnifiedQA) are trained
on the training set, developed on the validation set, and evaluated on the test set.

• Input sizes: For VQA baselines, we set the maximum number of input words or tokens as 100.
• Batch sizes. We use batches of 64 and 4 for VQA baselines and fine-tuned UnifiedQA, respec-

tively.
• Newline character. For language models, the newline separators (\n) in the text are replaced

with \\n when encoding the inputs because \n is normally used as a stop symbol, following the
original works [4, 19].

• Captioning model. We use the tool2 to generate captions for the images in the dataset. The
maximum length of generated captions is 16, the number of beams is 4, and the maximum
number of output tokens is 512.

• Compute resources. We use two GeForce RTX 3090 GPUs for fine-tuning VQA baselines and
UnifiedQA on the dataset.

• Questions without any context. For questions without any context, the context text is replaced
with an empty string.

• GPT-3: Following default settings, we choose temperature, frequency penalty and presence
penalty as 0.0, and top probability as 1.0. All experiments for GPT-3 are run via the online
API. Experiments in Figure 7 are repeated four times with in-context examples listed in Table 9.
Experiments in Table 3, 5, 6, and 7 are conducted using examples with the trial ID of 1.

Trial IDs Random seeds In-context example IDs
1 3 6493, 16241, 14954, 3598, 10088
2 5 17099, 6960, 20290, 9780, 18898
3 7 8836, 4144, 10781, 17852, 1363
4 9 12701, 16832, 10180, 7289, 3801

Table 9: Training example candidates used in four trials for GPT-3 (CoT).

B.2 Human Performance Study

In order to understand how humans perform on SCIENCEQA questions, we used Amazon Mechanical
Turk (AMT) to crowdsource answers to the test set. The interface of instructions and one example
2https://huggingface.co/nlpconnect/vit-gpt2-image-captioning
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(a) Instructions to answer the SCIENCEQA questions.

(b) One test question example.

Figure 13: Interfaces of instructions and one test question example for AMT workers.

Figure 14: Interface of instructions for AMT workers to evaluate the explanations generated from
UnifiedQA (CoT) and GPT-3 (CoT).

of a test question is shown in Figure 13. A total of 4,241 test questions were shuffled and split into
425 batches, with each batch having 10 questions (excluding the last one). For each batch, we also
randomly added five training questions as exam examples. Each set of 15 questions was then assigned
to 3 AMT workers. Only workers who correctly answer 4 out of the 5 exam examples or more are
qualified for the human performance study. In other words, workers who failed to pass the qualified
exam were eliminated from the analysis. For each set of 15 questions, we provided the worker with
$0.5 per HIT task. At the rate of 3 questions per minute, this amounts to $6.0 per hour.

B.3 Human Evaluation of Generated Explanations

We also evaluated the quality of predictions from GPT-3 (CoT) and UnifiedQA (CoT) by asking
AMT workers to rate the model-generated explanations. The interface is shown in Figure 14. Each
sample’s question text, contexts, choices, and answers were presented, along with the corresponding
explanation generated by language models. The workers were asked to decide whether the proposed
explanation is relevant (is related to the question), correct (gives a correct answer and explanation),
and complete (fully explains the answer). Prediction outputs that contain textual explanations were
grouped into batches of 10, each assigned to 3 workers for evaluation. For each batch, we provided
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4XHVWLRQ��:KLFK�DQLPDO
V�QHFN�LV�DOVR�DGDSWHG�IRU�KXQWLQJ�SUH\�ZKLOH�NHHSLQJ�WKH�UHVW�RI�LWV�ERG\�VWLOO"
&RQWH[W��6DGGOH�ELOOHG�VWRUNV�OLYH�QHDU�ZHWODQGV�DQG�ODNHV��7KH\�HDW�PRVWO\�ILVK��7KH�
V�QHFN�KHOSV�LW�JUDE�
ILVK�ZKLOH�NHHSLQJ�WKH�UHVW�RI�LWV�ERG\�VWLOO��,I�WKH�VWRUN�KDG�WR�PRYH�LWV�ERG\��LW�PLJKW�VFDUH�WKH�ILVK�DZD\��
)LJXUH��VDGGOH�ELOOHG�VWRUN��$�EODFN�DQG�ZKLWH�ELUG�LV�VWDQGLQJ�LQ�WKH�JUDVV�
2SWLRQV���$��QRUWKHUQ�SLQWDLO��%��EODFN�KHDGHG�KHURQ
$QVZHU��7KH�DQVZHU�LV�%��%(&$86(��7KH�QRUWKHUQ�SLQWDLO�LV�D�GXFN��,W�GRHV�QRW�KXQW�IRU�ILVK�¬I
7KH�EODFN�KHDGHG�KHURQ�LV�D�W\SH�RI�KHURQ��,W�OLYHV�QHDU�ZHWODQGV�DQG�ODNHV��,W�HDWV�PRVWO\�ILVK�¬I
7KH�KHURQ
V�QHFN�KHOSV�LW�JUDE�ILVK�ZKLOH�NHHSLQJ�WKH�UHVW�RI�LWV�ERG\�VWLOO��,I�WKH�KHURQ�KDG�WR�PRYH�LWV�ERG\��LW�PLJKW�VFDUH�
WKH�ILVK�DZD\�

�6XEMHFW��1DWXUDO�VFLHQFH��7RSLF��%LRORJ\��&DWHJRU\��$GDSWDWLRQV��6NLOO��$QLPDO�DGDSWDWLRQV��EHDNV��PRXWKV��DQG�QHFNV�

*ROG�H[DPSOH�LQ�$SSHQGL[�
����

(a) A natural science example with the correct answer and a gold explanation.
4XHVWLRQ��6XSSRVH�0DVRQ�GHFLGHV�WR�EDNH�EOXHEHUU\�PXIILQV��:KLFK�UHVXOW�ZRXOG�EH�D�FRVW"
&RQWH[W��0DVRQ�LV�GHFLGLQJ�ZKHWKHU�WR�EDNH�EOXHEHUU\�PXIILQV�RU�FUDQEHUU\�PXIILQV��+H�ZDQWV�WKH�PXIILQV�WR�EH�WDVW\��%XW�KH�
DOVR�ZDQWV�WR�PDNH�D�ORW�RI�PXIILQV�
2SWLRQV���$��0DVRQ�ZLOO�JHW�WR�HDW�EOXHEHUU\�PXIILQV��+H�WKLQNV�EOXHEHUU\�PXIILQV�DUH�WDVWLHU�WKDQ�FUDQEHUU\�PXIILQV���%��
0DVRQ�ZLOO�JLYH�XS�VRPH�PXIILQV��+H�FRXOG�KDYH�PDGH�PRUH�FUDQEHUU\�PXIILQV�WKDQ�EOXHEHUU\�PXIILQV�
$QVZHU��7KH�DQVZHU�LV�%��%(&$86(��$�FRVW�LV�DQ\WKLQJ�WKDW�\RX�KDYH�WR�JLYH�XS�WR�JHW�VRPHWKLQJ�HOVH�
,Q�WKLV�FDVH��0DVRQ�ZLOO�KDYH�WR�JLYH�XS�VRPH�PXIILQV��+H�FRXOG�KDYH�PDGH�PRUH�FUDQEHUU\�PXIILQV�WKDQ�EOXHEHUU\�PXIILQV��
6R��WKH�FRVW�RI�PDNLQJ�EOXHEHUU\�PXIILQV�LV�WKH�RSSRUWXQLW\�FRVW�RI�QRW�PDNLQJ�FUDQEHUU\�PXIILQV�

�6XEMHFW��6RFLDO�VFLHQFH��7RSLF��HFRQRPLFV��&DWHJRU\��%DVLF�HFRQRPLF�SULQFLSOHV��6NLOO��&RVWV�DQG�EHQHILWV�

*ROG�H[DPSOH�LQ�$SSHQGL[�
�����

(b) A social science example with a correct answer and a gold explanation.
4XHVWLRQ��:KLFK�VHQWHQFH�XVHV�D�PHWDSKRU"
&RQWH[W��1�$
2SWLRQV���$��7KH�FDW
V�VLOYHU�H\HV�ZHUH�WZR�VKLQ\�FRLQV���%��7KH�FDW
V�VLOYHU�H\HV�ZHUH�OLNH�WZR�VKLQ\�FRLQV�
$QVZHU��7KH�DQVZHU�LV�$��%(&$86(��$�PHWDSKRU�LV�D�ILJXUH�RI�VSHHFK�WKDW�XVHV�RQH�WKLQJ�WR�GHVFULEH�DQRWKHU��$�PHWDSKRU�
LV�D�W\SH�RI�DQDORJ\�¬I
,Q�D�PHWDSKRU��RQH�WKLQJ�LV�VDLG�WR�EH�DQRWKHU�WKLQJ�¬I
)RU�H[DPSOH��\RX�PLJKW�VD\���0\�GDG�LV�D�EHDU��¬I
7KLV�PHDQV�WKDW�\RXU�GDG�LV�ELJ�DQG�VWURQJ��QRW�WKDW�KH�LV�DFWXDOO\�D�EHDU�¬I
7KH�VHQWHQFH��7KH�FDW
V�VLOYHU�H\HV�ZHUH�WZR�VKLQ\�FRLQV��LV�D�PHWDSKRU�¬I
7KH�VHQWHQFH��7KH�FDW
V�VLOYHU�H\HV�ZHUH�OLNH�WZR�VKLQ\�FRLQV��LV�QRW�D�PHWDSKRU��,W�LV�D�VLPLOH�¬I
$�VLPLOH�LV�D�ILJXUH�RI�VSHHFK�WKDW�XVHV�WKH�ZRUGV��OLNH��RU��DV��WR�FRPSDUH�WZR�WKLQJV�

�6XEMHFW��/DQJXDJH�VFLHQFH��7RSLF��)LJXUDWLYH�ODQJXDJH��&DWHJRU\��/LWHUDU\�GHYLFHV��6NLOO��,GHQWLI\�VLPLOHV�DQG�PHWDSKRUV�

*ROG�H[DPSOH�LQ�$SSHQGL[�
����

(c) A language science example with a correct answer and a gold explanation.

Figure 15: Three examples with a correct answer and a gold explanation predicted by GPT-3 (CoT).

the workers with a monetary compensation of $0.3. Finally, the human scores for each explanation
were determined by taking a majority vote.

B.4 Case Study and Limitations

Figure 15 shows three examples with correct answers and gold explanations predicted by GPT-3
via chain-of-thought prompting (CoT). We can see that GPT-3 (CoT) not only predicts the correct
answers but also generates reasonable explanations, which follow the multi-hop reasoning process
of human beings. This suggests that large language models like GPT-3 have great promise for
implementing high-level reasoning abilities.

Figure 16 visualizes three more examples with predictions from GPT-3 (CoT). In these examples,
GPT-3 (CoT) is able to predict the correct answers but fails to generate gold explanations. For
example, GPT-3 (CoT) generates an irrelevant explanation because the context text does not include
fine-grained visual information in the image (Figure 16a). In the example shown in Figure 16b,
GPT-3 (CoT) fails to predict the coherent thought chains, where there are an incorrect example and
an incorrect statement for a chemical change. The third example is given in Figure 16c, where the
generated explanation is just a repetition of the input question and the output answer, instead of
following the complete thought chain to arrive at the final answer.

Four failure examples with wrong predicted answers are listed in Figure 17. We extract the image
captions and feed them to the large language model as the visual content input. However, these
captions lack fine-grained semantics and usually do not work well for diagrams, which results in
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4XHVWLRQ��:KLFK�LV�WKH�PDLQ�SHUVXDVLYH�DSSHDO�XVHG�LQ�WKLV�DG"
&RQWH[W��$�EODFN�GRJ�VWDQGLQJ�LQ�IURQW�RI�D�IHQFH�
2SWLRQV���$��ORJRV��UHDVRQ���%��HWKRV��FKDUDFWHU���&��SDWKRV��HPRWLRQ�

$QVZHU��7KH�DQVZHU�LV�&��%(&$86(��7KH�DG�LV�WU\LQJ�WR�PDNH�\RX�IHHO�D�FHUWDLQ�ZD\�DERXW�WKH�SURGXFW��,W�LV�QRW�WU\LQJ�WR�
SHUVXDGH�\RX�ZLWK�ORJLF�RU�ZLWK�DQ�DSSHDO�WR�FKDUDFWHU�

�6XEMHFW��/DQJXDJH�VFLHQFH��7RSLF��:ULWLQJ�VWUDWHJLHV��&DWHJRU\��3HUVXDVLYH�VWUDWHJLHV��6NLOO��,GHQWLI\�DSSHDOV�WR�HWKRV��SDWKRV��
DQG�ORJRV�LQ�DGYHUWLVHPHQWV�

&RUUHFW�$QVZHU���1RW�5HOHYDQW�([SODQDWLRQ
����

(a) An example with a correct answer but an irrelevant explanation.
4XHVWLRQ��:KDW�GR�WKHVH�WZR�FKDQJHV�KDYH�LQ�FRPPRQ"
PL[LQJ�VDQG�DQG�JUDYHO
FUXVKLQJ�D�PLQHUDO�LQWR�SRZGHU
&RQWH[W��1�$
2SWLRQV���$��%RWK�DUH�FKHPLFDO�FKDQJHV���%��%RWK�DUH�RQO\�SK\VLFDO�FKDQJHV���&��%RWK�DUH�FDXVHG�E\�FRROLQJ���'��%RWK�DUH�
FDXVHG�E\�KHDWLQJ�
$QVZHU��7KH�DQVZHU�LV�%��%(&$86(��$�SK\VLFDO�FKDQJH�LV�D�FKDQJH�WR�D�VXEVWDQFH�WKDW�GRHV�QRW�FKDQJH�ZKDW�WKH�VXEVWDQFH�
LV��$�SK\VLFDO�FKDQJH�RQO\�FKDQJHV�WKH�VXEVWDQFH
V�SK\VLFDO�SURSHUWLHV�¬I
)RU�H[DPSOH��ZKHQ�\RX�FXW�D�PLQHUDO��\RX�FKDQJH�LWV�VKDSH��%XW�WKH�PLQHUDO�LV�VWLOO�WKH�VDPH�VXEVWDQFH��6R��FXWWLQJ�D�PLQHUDO�LV�D�
SK\VLFDO�FKDQJH�¬I
$�FKHPLFDO�FKDQJH�LV�D�FKDQJH�WR�D�VXEVWDQFH�WKDW�FKDQJHV�ZKDW�WKH�VXEVWDQFH�LV��$�FKHPLFDO�FKDQJH�FKDQJHV�WKH�VXEVWDQFH
V�
FKHPLFDO�SURSHUWLHV�¬I
)RU�H[DPSOH��ZKHQ�\RX�PL[�VDQG�DQG�JUDYHO��\RX�PDNH�FRQFUHWH��&RQFUHWH�LV�D�QHZ�VXEVWDQFH�ZLWK�GLIIHUHQW�SURSHUWLHV�IURP�
VDQG�DQG�JUDYHO��6R��PL[LQJ�VDQG�DQG�JUDYHO�LV�D�FKHPLFDO�FKDQJH�¬I
&UXVKLQJ�D�PLQHUDO�LQWR�SRZGHU�LV�D�SK\VLFDO�FKDQJH��7KH�PLQHUDO�LV�VWLOO�WKH�VDPH�VXEVWDQFH�

�6XEMHFW��1DWXUDO�VFLHQFH��7RSLF��&KHPLVWU\��&DWHJRU\��3K\VLFDO�DQG�FKHPLFDO�FKDQJH��6NLOO��&RPSDUH�SK\VLFDO�DQG�FKHPLFDO�
FKDQJHV�

&RUUHFW�$QVZHU���1RW�&RUUHFW�([SODQDWLRQ
�����

(b) An example with a correct answer but an incorrect explanation.
4XHVWLRQ��,V�WKH�IROORZLQJ�WUDLW�LQKHULWHG�RU�DFTXLUHG"
0DUVKDOO�KDV�ILYH�ILQJHUV�RQ�HDFK�KDQG�
&RQWH[W��+LQW��0DUVKDOO�ZDV�ERUQ�ZLWK�ILYH�ILQJHUV�RQ�HDFK�KDQG�
2SWLRQV���$��DFTXLUHG��%��LQKHULWHG
$QVZHU��7KH�DQVZHU�LV�%��%(&$86(��0DUVKDOO�ZDV�ERUQ�ZLWK�ILYH�ILQJHUV�RQ�HDFK�KDQG��7KLV�WUDLW�ZDV�LQKHULWHG�IURP�
0DUVKDOO
V�SDUHQWV�

�6XEMHFW��1DWXUDO�VFLHQFH��7RSLF��%LRORJ\��&DWHJRU\��+HUHGLW\��6NLOO��,GHQWLI\�LQKHULWHG�DQG�DFTXLUHG�WUDLWV�

&RUUHFW�$QVZHU���1RW�&RPSOHWH�([SODQDWLRQ
�����

(c) An example with a correct answer but an incomplete explanation.

Figure 16: Three examples with predictions from GPT-3 (CoT). The answers are correct but the
generated explanations are irrelevant, incorrect, or incomplete.

two failure cases shown in Figure 17a and 17b. Moreover, there exist challenges for large language
models to reason about the questions that require them to understand complex and uncommon
domain knowledge. For example, GPT-3 (CoT) cannot understand accurately the terminology of
personification in language science (Figure 17c) and a series of complex chemical changes happen in
the formation process of dinosaur fossils (Figure 17d).

B.5 Broader Impacts

Societal impact. The SCIENCEQA dataset collects science questions sourced from textbooks and is
proposed to diagnose the multimodal understanding and multi-hop reasoning abilities of AI systems.
Due to the nature of data sources, SCIENCEQA does not contain any user usage data or personally
sensitive information such as gender and race. After careful examination of our dataset, to our
best knowledge, we have not found any improper content, such as pornographic information, racial
remarks, or harmful social bias. We adhere to the goal of AI for the common good, and any antisocial
data points will be removed from the dataset based on feedback.

Potential usage. The proposed SCIENCEQA dataset and designed methods in this paper are benefi-
cial to both follow-up research work and real-world applications. SCIENCEQA provides a useful
benchmark for multi-modal learning, multi-hop reasoning, and general artificial intelligence. Besides,
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4XHVWLRQ��:KLFK�PRQWK�LV�WKH�ZHWWHVW�RQ�DYHUDJH�LQ�&KULVWFKXUFK"
&RQWH[W��8VH�WKH�JUDSK�WR�DQVZHU�WKH�TXHVWLRQ�EHORZ��$�VHULHV�RI�SKRWRJUDSKV�VKRZLQJ�
D�YDULHW\�RI�FRORUIXO�REMHFWV�
2SWLRQV���$��$SULO��%��'HFHPEHU��&��0D\

$QVZHU��7KH�DQVZHU�LV�%��%(&$86(��7KH�JUDSK�VKRZV�WKH�DYHUDJH�PRQWKO\�UDLQIDOO�LQ�&KULVWFKXUFK�IURP������WR������¬I
7KH�ZHWWHVW�PRQWK�RQ�DYHUDJH�LV�'HFHPEHU��ZLWK�DQ�DYHUDJH�UDLQIDOO�RI�������PP�¬I
7KH�VHFRQG�ZHWWHVW�PRQWK�LV�0D\��ZLWK�DQ�DYHUDJH�UDLQIDOO�RI�������PP�¬I
7KH�WKLUG�ZHWWHVW�PRQWK�LV�$SULO��ZLWK�DQ�DYHUDJH�UDLQIDOO�RI�������PP�

�6XEMHFW��1DWXUDO�VFLHQFH��7RSLF��(DUWK�VFLHQFH��&DWHJRU\��:HDWKHU�DQG�FOLPDWH��6NLOO��8VH�FOLPDWH�GDWD�WR�PDNH�SUHGLFWLRQV�

:URQJ�$QVZHU
�����

(a) An example with a wrong answer and a wrong explanation.
4XHVWLRQ��:KLFK�RFHDQ�LV�KLJKOLJKWHG"
&RQWH[W��$�SDLQWLQJ�RI�D�SHQJXLQ�RQ�D�EOXH�EDFNJURXQG�
2SWLRQV���$��WKH�,QGLDQ�2FHDQ��%��WKH�$UFWLF�2FHDQ��&��WKH�3DFLILF�2FHDQ��'��WKH�
6RXWKHUQ�2FHDQ

$QVZHU��7KH�DQVZHU�LV�&��%(&$86(��7KH�3DFLILF�2FHDQ�LV�WKH�ODUJHVW�RFHDQ��,W�FRYHUV�PRUH�WKDQ�RQH�WKLUG�RI�WKH�(DUWK
V�
VXUIDFH�

�6XEMHFW��6RFLDO�VFLHQFH��7RSLF��*HRJUDSK\��&DWHJRU\��3K\VLFDO�*HRJUDSK\��6NLOO��2FHDQV�DQG�FRQWLQHQWV�

:URQJ�$QVZHU
����

(b) An example with a wrong answer and a wrong explanation.
4XHVWLRQ��&RPSOHWH�WKH�VHQWHQFH�VR�WKDW�LW�XVHV�SHUVRQLILFDWLRQ�
$W�QLJKW��ZKHQ�WKH�PDFKLQHV�ZHUH����WKH�IDFWRU\�VHHPHG�WR�EH�DQ�HQWLUHO\�GLIIHUHQW�SODFH�
&RQWH[W��1�$
2SWLRQV���$��RII��%��DVOHHS
$QVZHU��7KH�DQVZHU�LV�$��%(&$86(��3HUVRQLILFDWLRQ�LV�D�ILJXUH�RI�VSHHFK�WKDW�JLYHV�KXPDQ�TXDOLWLHV�WR�QRQKXPDQ�WKLQJV�¬I
)RU�H[DPSOH��WKH�VHQWHQFH�³7KH�ZLQG�ZDV�KRZOLQJ´�XVHV�SHUVRQLILFDWLRQ��,W�JLYHV�WKH�KXPDQ�TXDOLW\�RI�VRXQG�WR�WKH�QRQKXPDQ�
WKLQJ�ZLQG�¬I
7KH�VHQWHQFH�³7KH�VXQ�ZDV�VPLOLQJ´�XVHV�SHUVRQLILFDWLRQ��,W�JLYHV�WKH�KXPDQ�TXDOLW\�RI�H[SUHVVLRQ�WR�WKH�QRQKXPDQ�WKLQJ�
VXQ�¬I
,Q�WKH�VHQWHQFH�³$W�QLJKW��ZKHQ�WKH�PDFKLQHV�ZHUH�RII��WKH�IDFWRU\�VHHPHG�WR�EH�DQ�HQWLUHO\�GLIIHUHQW�SODFH�´�WKH�PDFKLQHV�DUH�
JLYHQ�WKH�KXPDQ�TXDOLW\�RI�VRXQG�

�6XEMHFW��/DQJXDJH�VFLHQFH��7RSLF��:ULWLQJ�VWUDWHJLHV��&DWHJRU\��&UHDWLYH�WHFKQLTXHV��6NLOO��8VH�SHUVRQLILFDWLRQ�

:URQJ�$QVZHU
����

(c) An example with a wrong answer and a wrong explanation.
4XHVWLRQ��&RPSOHWH�WKH�VHQWHQFH�
$�GLQRVDXU�ERQH�WXUQLQJ�LQWR�URFN�RYHU�PLOOLRQV�RI�\HDUV�LV�D����
&RQWH[W��1�$
2SWLRQV���$��FKHPLFDO�FKDQJH��%��SK\VLFDO�FKDQJH
$QVZHU��7KH�DQVZHU�LV�%��%(&$86(��$�SK\VLFDO�FKDQJH�LV�D�FKDQJH�WR�D�VXEVWDQFH�WKDW�GRHV�QRW�FKDQJH�ZKDW�WKH�VXEVWDQFH�
LV�PDGH�RI�¬I
$�FKHPLFDO�FKDQJH�LV�D�FKDQJH�WR�D�VXEVWDQFH�WKDW�GRHV�FKDQJH�ZKDW�WKH�VXEVWDQFH�LV�PDGH�RI�¬I
,Q�WKLV�VHQWHQFH��WKH�ZRUG�
FKDQJH
�LV�D�YHUE��,W�LV�DQ�DFWLRQ�ZRUG��7KH�ZRUG�
FKDQJH
�LV�DOVR�D�QRXQ��,W�LV�D�WKLQJ�¬I
7KH�ZRUG�
FKDQJH
�FDQ�EH�D�SK\VLFDO�FKDQJH�RU�D�FKHPLFDO�FKDQJH�¬I
$�SK\VLFDO�FKDQJH�LV�D�FKDQJH�WR�D�VXEVWDQFH�WKDW�GRHV�QRW�FKDQJH�ZKDW�WKH�VXEVWDQFH�LV�PDGH�RI��)RU�H[DPSOH��ZKHQ�ZDWHU�
IUHH]HV��LW�FKDQJHV�IURP�D�OLTXLG�WR�D�VROLG��%XW�LW�LV�VWLOO�PDGH�RI�ZDWHU�PROHFXOHV��6R��IUHH]LQJ�LV�D�SK\VLFDO�FKDQJH�¬I
$�FKHPLFDO�FKDQJH�LV�D�FKDQJH�WR�D�VXEVWDQFH�WKDW�GRHV�FKDQJH�ZKDW�WKH�VXEVWDQFH�LV�PDGH�RI��)RU�H[DPSOH��ZKHQ�ZDWHU�
HYDSRUDWHV��LW�FKDQJHV�IURP�D�OLTXLG�WR�D�JDV��%XW�LW�LV�VWLOO�PDGH�RI�ZDWHU�PROHFXOHV��6R��HYDSRUDWLQJ�LV�D�SK\VLFDO�FKDQJH�¬I
,Q�WKLV�VHQWHQFH��WKH�ZRUG�
FKDQJH
�LV�D�SK\VLFDO�FKDQJH��$�GLQRVDXU�ERQH�WXUQLQJ�LQWR�URFN�RYHU�PLOOLRQV�RI�\HDUV�LV�D�SK\VLFDO�
FKDQJH�

�6XEMHFW��1DWXUDO�VFLHQFH��7RSLF��&KHPLVWU\��&DWHJRU\��3K\VLFDO�DQG�FKHPLFDO�FKDQJH��6NLOO��&RPSDUH�SK\VLFDO�DQG�FKHPLFDO�
FKDQJHV�

:URQJ�$QVZHU
�����

(d) An example with a wrong answer and a wrong explanation.

Figure 17: Four failure examples with predictions from GPT-3 (CoT). The answers are wrong, and
the generated explanations fail to follow the right chain-of-thought reasoning process.

SCIENCEQA will contribute to the development of K-12 education applications such as tutoring
systems. Furthermore, the designed methods with the chain of thought investigate the ability of large
language models to mimic the human mind process when reasoning about a challenging task.
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