S3-NeRF: Neural Reflectance Field from Shading and
Shadow under a Single Viewpoint

—— Supplementary Materials —

In this supplementary material, we provide more results, analyses, implementation details and
discussions to supplement our main paper.
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A Visual Examples For the Shadow Cue

To help better understand how shadow provides cues for inferring shape of the invisible surface, in
Fig. S1, we visualize the rendered images of three different objects, which have the same front view
but with different shapes in the back (generated by cutting the READING mesh with a plane). We
can see that although these three objects have the same shapes and appearances in the front view, the
produced shadows are largely different, demonstrating that shadow can provide strong information
for shape reconstruction.
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Figure S1: Visual examples to illustrate the shadow cue.

B More Details for the Method

The detailed architecture of the network is visualized in Fig. S2. Similar to [6], we use SoftPlus
activation for the occupancy branch and ReLU activation for albedo and specular weights branch.
Following most neural rendering works, we adopt positional encoding (with hyper-parameter L = 6)
to map the point coordinates to higher dimensions, which is then concatenated with the coordinate as
the input. To stabilize the training process, we add the shadow modeling after 1K iterations, and the
surface loss after 5K iterations.
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Figure S2: Detailed architecture of the network. Positional encoding is employed for the input X.

C More Details for the Synthetic Dataset

We use both Mitsuba and Blender for rendering. Specifically, Blender is used for the LEGO, CHAIR,
and HOTDOG, while other objects are rendered via Mitsuba. We created a scene by adding a
horizontal and a vertical plane to model the desk and wall, and objects are placed on the horizontal
plane. Each scene was rendered under 128 uniformly sampled near point lights. We use the default
materials for the Blender scenes and BUNNY, while employing the MERL dataset [4] to randomly
select materials for the other 6 objects.



The light distribution used in the default experiment setups is shown as Fig. S3 (a). The small range
and median range light distributions used in light range analysis (see Table 5 of the paper) are shown
in Fig. S3 (b)-(c), respectively.

Figure S4 visualizes the light distributions used in light number analysis (see Table 4 of the paper).
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Figure S3: Visualization of the light distributions with different ranges.
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Figure S4: Visualization of light distributions with different numbers of lights.

D More Method Analysis

D.1 Results on Scenes with Different Backgrounds

To verify the capability of our method in dealing with scenes with different types of backgrounds, we
evaluated it on four common types of backgrounds, namely the Wall and Desk, Wall only, Desk only,
and Wall Corner (see Fig. S5). We can see that our method works well on different scene layouts,
demonstrating the robustness of our method.

D.2 Analysis on Complicated Background

To further evaluate the robustness of our method on more complicated backgrounds, we evaluated it
on four scenes rendered with different backgrounds, including two uniform color backgrounds with
different lightness (denoted as "Light’ and 'Dark’) and two textured backgrounds. Results in Table S1
and Fig. S6 show that our method is robust to backgrounds with different lightness and textures.

Table S1: Results on background with different lightness and textures.

BUNNY READING
BG Color | MAE# Depth# | MAE# Depth#
White 1.72 5.39 2.03 5.65
Gray 2.11 6.15 2.16 7.19

Texture 1 1.93 8.30 2.36 8.75
Texture 2 1.94 8.69 2.43 10.10




