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Abstract

One of the central puzzles in modern machine learning is the ability of heav-
ily overparametrized models to generalize well. Although the low-dimensional
structure of typical datasets is key to this behavior, most theoretical studies of
overparametrization focus on isotropic inputs. In this work, we instead consider
an analytically tractable model of structured data, where the input covariance is
built from independent blocks allowing us to tune the saliency of low-dimensional
structures and their alignment with respect to the target function.
Using methods from statistical physics, we derive a precise asymptotic expression
for the train and test error achieved by random feature models trained to classify
such data, which is valid for any convex loss function. We study in detail how
the data structure affects the double descent curve, and show that in the over-
parametrized regime, its impact is greater for logistic loss than for mean-squared
loss: the easier the task, the wider the gap in performance at the advantage of the
logistic loss. Our insights are confirmed by numerical experiments on MNIST and
CIFAR10.

1 Introduction

Classical wisdom teaches us that a learning model should have just the right number of parameters
to learn from a dataset without overfitting it. However, recent years have seen the emergence
of massively over-parametrized models which manage to generalize well on high-dimensional
tasks [1, 2], somehow avoiding both the curse of dimensionality and the pitfall of overfitting. This
generalization capacity in the over-parametrized regime continues to puzzle rigorous understanding,
in particular for deep neural networks [3, 4, 5], despite their remarkable achievements over the past
decade [6, 7, 8, 9]. Various works have given evidence of a double descent curve [5, 10, 11, 12, 13],
whereby the test error first decreases as the number of parameters increases, then peaks, then decreases
again monotonically. The overfitting peak occurs at the interpolation threshold where training error
vanishes, a well-studied phenomenon in the statistical physics literature [14, 15, 16, 17, 18].
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(a) Random features model

<latexit sha1_base64="rymShwQ6GQIjPYXH1RnjlUyc6hk=">AAAB/XicbVDJSgNBEO1xjXEbl5uXxiDkFGZE0WPAi8cIZoFkCD2dmqRJz0J3jRqH4K948aCIV//Dm39jJ5mDJj4oeLxX1V31/EQKjY7zbS0tr6yurRc2iptb2zu79t5+Q8ep4lDnsYxVy2capIigjgIltBIFLPQlNP3h1cRv3oHSIo5ucZSAF7J+JALBGRqpax92EB4wuwc2pDr1dcI4jLt2yak4U9BF4uakRHLUuvZXpxfzNIQIuWRat10nQS9jCgWXMC52Ug3m5SHrQ9vQiIWgvWy6/ZieGKVHg1iZipBO1d8TGQu1HoW+6QwZDvS8NxH/89opBpdeJqIkRYj47KMglRRjOomC9oQCjnJkCONKmF0pHzDFOJrAiiYEd/7kRdI4rbjnFefmrFQt53EUyBE5JmXikgtSJdekRuqEk0fyTF7Jm/VkvVjv1sesdcnKZw7IH1ifPyMSlZQ=</latexit>

weak subspace

<latexit sha1_base64="gvatk/InlExt6RvVBCiYDKaGmo0=">AAACCHicbVC7TsMwFHV4lvIKMDJgUSF1qhIEgrESDIwF0YfUhMpxnNaqY0e2g6iijiz8CgsDCLHyCWz8DU6bAVquZPnonHt1zz1BwqjSjvNtLSwuLa+sltbK6xubW9v2zm5LiVRi0sSCCdkJkCKMctLUVDPSSSRBccBIOxhe5Hr7nkhFBb/Vo4T4MepzGlGMtKF69oEXCBaqUWy+7GEMPcqhFyM9CILsZnx32bMrTs2ZFJwHbgEqoKhGz/7yQoHTmHCNGVKq6zqJ9jMkNcWMjMteqkiC8BD1SddAjmKi/GxyyBgeGSaEkZDmcQ0n7O+JDMUq92o6c49qVsvJ/7RuqqNzP6M8STXheLooShnUAuapwJBKgjUbGYCwpMYrxAMkEdYmu7IJwZ09eR60jmvuac25PqnUq0UcJbAPDkEVuOAM1MEVaIAmwOARPINX8GY9WS/Wu/UxbV2wipk98Keszx8oOJn3</latexit>

x 2 RD

<latexit sha1_base64="2wXUzRQPy0orF7xPc6Usm01qEdU=">AAACEHicdVBNT9tAEF1DP2igrVuOXFaNEJysdSiQ3pB64QgSAaTYisbrSbLKeu3ujlEjKz+hl/4VLj20Qlw5cuu/YRNSqa3aJ6326b0ZzczLKq0cCfEzWFl98vTZ87UXrfWNl69eh2/enruythJ7stSlvczAoVYGe6RI42VlEYpM40U2+Tj3L67QOlWaM5pWmBYwMmqoJJCXBuFOkpU6d9PCf02SIcEs+VRDznlC+Jka0GpkMJ8NwraI4oO9zkGHi2j/w37c7XoiYiG6gseRWKDNljgZhPdJXsq6QENSg3P9WFSUNmBJSY2zVlI7rEBOYIR9Tw0U6NJmcdCMb3sl58PS+meIL9TfOxoo3HxnX1kAjd3f3lz8l9evadhNG2WqmtDIx0HDWnMq+TwdniuLkvTUE5BW+V25HIMFST7Dlg/h16X8/+S844OK4tP37aPdZRxrbIu9Y7ssZofsiB2zE9Zjkn1h1+w7+xF8Db4FN8HtY+lKsOzZZH8guHsAgV6eFQ==</latexit>

� aligned<latexit sha1_base64="MZvYctFbxKmAGdhJLI+bVo7Ardo=">AAACg3icdVHLattAFB2pTZuqjzjtspuhxiVQUCVb2M2iEOimyxTqJGAZczW6coaMRurMVYgR+pF+Vnf9m44cB5rQHhjmcu7j3EdWK2kpin57/qPHe0+e7j8Lnr94+epgcPj6zFaNETgXlarMRQYWldQ4J0kKL2qDUGYKz7OrL73//BqNlZX+TpsalyWstSykAHLUavAzGKUZrqVuwRjYdK3oghG/h5TwhlppDCq8Bk3cgpKoqeNpyh8G34UXCNQYtK5aijrfVQ/SrFK53ZTua50uQceD9EcDufu2eaXsq6815t1qMIzC42SWHE94FCbjaDqbOSOaRJPJlMdhtMWQ7XC6GvxK80o0petNKLB2EUc1LZ00SaHQiTcWaxBXsMaFMzWUaJftdocdHzkm50Vl3HMzbtm/M1oobd+4iyyBLu1DX0/+y7doqPi0bKWuG0ItboWKRnGqeH8QnkuDgtTGGSCMdL1ycQkGBLmzBW4Jd5Py/xtn4zCehvG3ZHhytFvHPnvL3rEjFrMZO2Ff2SmbM+Ex77330Yv8Pf+DP/aT21Df2+W8Yffgf/4Dy/W83Q==</latexit>

� misaligned

<latexit sha1_base64="gvatk/InlExt6RvVBCiYDKaGmo0=">AAACCHicbVC7TsMwFHV4lvIKMDJgUSF1qhIEgrESDIwF0YfUhMpxnNaqY0e2g6iijiz8CgsDCLHyCWz8DU6bAVquZPnonHt1zz1BwqjSjvNtLSwuLa+sltbK6xubW9v2zm5LiVRi0sSCCdkJkCKMctLUVDPSSSRBccBIOxhe5Hr7nkhFBb/Vo4T4MepzGlGMtKF69oEXCBaqUWy+7GEMPcqhFyM9CILsZnx32bMrTs2ZFJwHbgEqoKhGz/7yQoHTmHCNGVKq6zqJ9jMkNcWMjMteqkiC8BD1SddAjmKi/GxyyBgeGSaEkZDmcQ0n7O+JDMUq92o6c49qVsvJ/7RuqqNzP6M8STXheLooShnUAuapwJBKgjUbGYCwpMYrxAMkEdYmu7IJwZ09eR60jmvuac25PqnUq0UcJbAPDkEVuOAM1MEVaIAmwOARPINX8GY9WS/Wu/UxbV2wipk98Keszx8oOJn3</latexit>

x 2 RD

<latexit sha1_base64="UyEHHpN4J4VOjKFfzw2bb2so3TI=">AAACC3icbVDLSsNAFJ3UV42vqks3oUXpqiQi6rLgxmUF+4AmlMn0ph06eTBzI5aQvRt/xY0LRdz6A+78G6cPQVsPDBzOuY+5x08EV2jbX0ZhZXVtfaO4aW5t7+zulfYPWipOJYMmi0UsOz5VIHgETeQooJNIoKEvoO2PriZ++w6k4nF0i+MEvJAOIh5wRlFLvVL5xEW4x0xRwSHC3HXNHyX1VUIZ5L1Sxa7ZU1jLxJmTCpmj0St9uv2YpaGexwRVquvYCXoZlciZgNx0UwV68ogOoKtpRENQXja9JbeOtdK3gljqF6E1VX93ZDRUahz6ujKkOFSL3kT8z+umGFx6GY+SFCFis0VBKiyMrUkwVp9LYCjGmlAmuf6rxYZUUoY6PlOH4CyevExapzXnvObcnFXq1XkcRXJEyqRKHHJB6uSaNEiTMPJAnsgLeTUejWfjzXiflRaMec8h+QPj4xvFaptx</latexit>

salient

subspace

<latexit sha1_base64="9DM+LGMng/Wa8PxLQx/uvts1tkc=">AAACbXicdVHLahsxFJWnr8R9JGnoKqWImtIuwiCljpPsAtlklxTqxOAZjEZz7YhImkHStDFifiLb9Mf6Ff2FaMYu1G16QHA491x07r1ZKYV1hPzsRI8eP3n6bG29+/zFy1cbm1uvL2xRGQ5DXsjCjDJmQQoNQyechFFpgKlMwmV2fdLUL7+BsaLQX928hFSxmRZTwZkL0iixYpZ5Wk82eyTeIwNy1Mck7hNKBgeBDD739/ePMI1Jix5a4nyy1TlL8oJXCrTjklk7pqR0qWfGCS6h7iaVhZLxazaDcaCaKbCpbwPX+ENQcjwtTHja4Vb9s8MzZe1cZcGpmLuyf9ca8aHauHLTw9QLXVYONF98NK0kdgVupse5MMCdnAfCuBEhK+ZXzDDuwo663UTDd14oxXTum9Xc1GOatkyxib/Z7dG6/seUrZiSDBxbGFedeV77pElslM/rEK0ZX2gHM9PeIpzg957x/8nFXkwHMf3S7x2T5THW0A56jz4hig7QMTpF52iIOJLoFt2hH51f0ZvobfRuYY06y55ttILo4z0TLb5G</latexit>

��,1

<latexit sha1_base64="ravdKO46XiGFLFVQggphwQzhUqc=">AAACbXicdVHbbhMxEHWWWwmXtiCeQMgiQvCAVt6QpvStEi+8USTSRsquIq93klq1vSt7tm1k7U/wCj/GV/ALeDdBIlyOZOnozBn5zExeKemQse+96MbNW7fv7Nzt37v/4OHu3v6jU1fWVsBElKq005w7UNLABCUqmFYWuM4VnOUX79v62SVYJ0vzGVcVZJovjVxIwTFI09TJZe6HzXxvwOIhG7OjEWXxiCVsfBjI+O3o4OCIJjHrMCAbnMz3ex/TohS1BoNCcedmCasw89yiFAqaflo7qLi44EuYBWq4Bpf5LnBDXwaloIvShmeQdurvHZ5r51Y6D07N8dz9WWvFf9VmNS7eZV6aqkYwYv3RolYUS9pOTwtpQaBaBcKFlSErFefccoFhR/1+auBKlFpzU/h2NdfNLMk6pvncX78ZJE3zlynfMqU5IF8bt51F0fi0TWy1L5oQrR1fGoSl7W4RTvBrz/T/5HQYJ+M4+TQaHLPNMXbIU/KCvCYJOSTH5AM5IRMiiCJfyFfyrfcjehI9i56vrVFv0/OYbCF69RMVML5H</latexit>

��,2
<latexit sha1_base64="tBO8ilZ/QPKGZaEa93u4LKCPo3U=">AAACanicdVHLTtwwFPWEPuj0waMrxMbqtFIXVeTQYYAdEht2pRIDSJNo5Dh3BgvbiewbYBTlG9jST+Mf+AiczFTq0PZIlo7OPVc+9960UNIhYw+dYOXFy1evV9903757/2FtfWPzzOWlFTAUucrtRcodKGlgiBIVXBQWuE4VnKdXR039/Bqsk7k5xVkBieZTIydScPTSME4B+Xi9x8IdNmAHfcrCPovYYM+Twff+7u4BjULWokcWOBlvdH7EWS5KDQaF4s6NIlZgUnGLUiiou3HpoODiik9h5KnhGlxStWlr+sUrGZ3k1j+DtFX/7Ki4dm6mU+/UHC/d81oj/qs2KnGyn1TSFCWCEfOPJqWimNNmdJpJCwLVzBMurPRZqbjklgv0C+p2YwM3Iteam6yKnZze1qMoaZnm4+r2Wy+q679M6ZKpXefcuOzMsrqKm8RWV1ntozXjS4Mwte0h/Al+75n+n5zthNEgjH72e4dscYxVsk0+ka8kInvkkByTEzIkgkhyR+7Jr85jsBlsBdtza9BZ9HwkSwg+PwE1ALz2</latexit>

�

<latexit sha1_base64="QlEWEpEGY0+fdM2HKwCJ9sUd3H4=">AAACbXicdVFdaxNBFJ2sXzVabRWfFBkMYh8k7MaS6lvBF9+sYNpAdgl3Z2/SoTOzy8xdbRj2T/iqf8xf4V9wdhPBtHpg4HDuucy59+aVko7i+GcvunHz1u07O3f79+7vPni4t//o1JW1FTgRpSrtNAeHShqckCSF08oi6FzhWX7xvq2ffUHrZGk+06rCTMPSyIUUQEGapk4uL33SzPcG8fBwNBq/ifmavDvakHjMk2HcYcA2OJnv9z6mRSlqjYaEAudmSVxR5sGSFAqbflo7rEBcwBJngRrQ6DLfBW74y6AUfFHa8AzxTv27w4N2bqXz4NRA5+5qrRX/VZvVtHibeWmqmtCI9UeLWnEqeTs9L6RFQWoVCAgrQ1YuzsGCoLCjfj81+FWUWoMpfLeaZpZkHdMw95evB0nTXDPlW6Y0R4K1cdtZFI1P28RW+6IJ0drxpSFc2u4W4QR/9sz/T05Hw2Q8TD4dDo7jzTF22FP2gh2whB2xY/aBnbAJE0yxb+w7+9H7FT2JnkXP19aot+l5zLYQvfoNODq+WA==</latexit>

�x,1
<latexit sha1_base64="nxmBVRH5/rtmpfMBTSnUwsxGo1c=">AAACbXicdVFdaxNBFJ2sXzVabRWfFBkMYh8k7MaS6lvBF9+sYNpAdgl3Z2/SoTOzy8xdbRj2T/iqf8xf4V9wdhPBtHpg4HDuucy59+aVko7i+GcvunHz1u07O3f79+7vPni4t//o1JW1FTgRpSrtNAeHShqckCSF08oi6FzhWX7xvq2ffUHrZGk+06rCTMPSyIUUQEGapk4uL/2ome8N4uHhaDR+E/M1eXe0IfGYJ8O4w4BtcDLf731Mi1LUGg0JBc7NkriizIMlKRQ2/bR2WIG4gCXOAjWg0WW+C9zwl0Ep+KK04Rninfp3hwft3ErnwamBzt3VWiv+qzarafE289JUNaER648WteJU8nZ6XkiLgtQqEBBWhqxcnIMFQWFH/X5q8KsotQZT+G41zSzJOqZh7i9fD5KmuWbKt0xpjgRr47azKBqftomt9kUTorXjS0O4tN0twgn+7Jn/n5yOhsl4mHw6HBzHm2PssKfsBTtgCTtix+wDO2ETJphi39h39qP3K3oSPYuer61Rb9PzmG0hevUbOj2+WQ==</latexit>

�x,2
<latexit sha1_base64="DyJ3DWxoZsY1xowqVSFMox1c55o=">AAACJnicdVDPSxtBFJ61tqbpD2N77GUwFDwtO1ETPQgBLx5TaFTILmF28hIHZ2eWmbfisuSv8eK/0ksPESm99U/pJG5BxT4Y+Pi+770370tzJR1G0e9g7dX66zcbjbfNd+8/fNxsbX06daawAobCKGPPU+5ASQ1DlKjgPLfAs1TBWXp5vNTPrsA6afR3LHNIMj7TcioFR0+NW0dxCjOpK24tL+eVmDdjhGuspDNoTS7FPI5pzTnAIvcG0JPaP261o5BFrNPbpVG4e3DY6+570N3bZx1GWRitqk3qGoxbi3hiRJGBRqG4cyMW5Zj4aSiFAj+7cJBzcclnMPJQ8wxcUq3OnNOvnpnQqbH+aaQr9nFHxTPnyiz1zozjhXuuLcmXtFGB04OkkjovELR4WDQtFEVDl5nRibQgUJUecGGl/ysVF9xygT7Zpg/h36X0/+C0E7JuyL7ttfs7dRwN8oVskx3CSI/0yQkZkCER5Ib8IAtyF9wGP4P74NeDdS2oez6TJxX8+QsY0afy</latexit>

isotropic
setup

(b) Strong and weak features model of data

Figure 1: Left: Random feature model considered here, which can be viewed as a two-layer networks
where only the second layer is trained. Middle and Right: Strong and weak features model considered
here. Input space is decomposed into two subspaces with different variance in the anisotropic setting:
a salient one with strong variance �x,1 and a weak one with smaller variance �x,2. The labels are
given by a linear teacher y = sign(� · x/

p
D) and flipped with a certain probability �. We can

adjust the alignment of data subspaces with the teacher. The task is easy when ��,1 > ��,2, and hard
in the opposite case.

Although the underlying structure of data plays a major role in the generalization ability of over-
parametrized models [19], it has been little studied from a theoretical point of view. The first aspect
of data structure is the distribution of the inputs: MNIST and CIFAR10 have the same number of
classes and images, yet generalization is harder for CIFAR10 because the images are more complex
than handwritten numbers. The second aspect is the rule between inputs and outputs: a random
labelling of CIFAR10 can be learned by a neural network but offers no possibility of generalization
[3]. Characterizing the structure of real-world data involves studying the interplay between these
two aspects. In this direction, simple and interpretable models of structured data can prove useful to
understand what underlies the behavior of generalization.

In this work, we present a simple model of learning and its analytical solution which simultaneously
enables us to:

(i) study the effect of overparametrization for a given task;

(ii) analyze both regression and classification tasks;

(iii) control the structure of the inputs and their relationship with the labels.

To satisfy (i), we need to disentangle the input dimension from the number of parameters in the
learning model, which is impossible for the linear models often studied in litterature. We instead
consider a random feature model [20], which was shown to exhibit double descent by [21]. To satisfy
(ii), we follow the lines of [22] and use an approach from statistical physics, enabling to generalize
the result of [21] to any convex loss function. Finally, to satisfy (iii), we introduce a block model in
which the input space is subdivided into various subspaces with different variances (saliencies) and
different correlation (alignments) with the labels (see Fig. 1). This model was recently studied for
linear regression under the name of strong and weak features model [23].

Our analytical solution uses the replica method from statistical physics [24]. Albeit non-rigorous
in a strict mathematical sense, this method is considered exact in theoretical physics and has been
influential to statistical learning theory since the 80s, see [25] and [26] for recent reviews. Several of
their conjectures have been proven exact in the last decade [27, 28, 29, 30], including in settings very
close to the considered model as discussed further at the end of Section 3 [31, 32].

Contributions Our main analytical contribution, presented in Section 3, is the expression of
the train and test errors of a random feature model trained on data generated by the strong and
weak features model. Our analysis is valid in the high-dimensional limit both for regression and
classification tasks, although we focus here on the latter. We confirm that the asymptotic prediction
matches simulations at finite size (see Fig. 2 and 4).

We leverage this result to present a thorough analytical study of how the data structure and the loss
function interplay to shape the generalization error, and in particular how they affect the double
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descent curve (Section 4). We highlight behavioral differences between square loss and logistic loss,
in particular the fact that logistic loss generalizes better for easy tasks (see Fig. 3). We validate our
insights via controlled experiments on the MNIST and CIFAR10 datasets described in the Section 5.

Reproducibility The code to reproduce our experiments is available at https://github.com/
sdascoli/data-structure.

2 Related Work

Although most theoretical studies of generalization focus on structureless data, a few exceptions
exist. The strong and weak features model has recently been studied in the context of least-squares
regression, both empirically [33] and theoretically [34, 35, 23]. Several intriguing observations
emerge in strongly anisotropic setup: (i) several overfitting peaks can be seen [33, 36]; (ii) the
optimal ridge regularization parameter � can become negative [35, 37], as it becomes helpful to
encourage the weights to have very different magnitudes; (iii) extra features acting as pure noise can
play a beneficial role by inducing some implicit regularization [23].

The strong and weak features model also includes the setup studied in [38], called the spiked
covariates model. The latter involves a small block of size D

⌘ (⌘ < 1) and a large “junk” block with
no correlation with the labels. The question is then: can kernel methods learn to discard the junk
features, hence “beat the curse of dimensionality” in the way neural networks do? The answer was
shown to depend on the strength of the junk features: when the variance of these features is small,
they are not problematic, and the kernel method ignores them, effectively learning a task of effective
dimensionality D

⌘ ⌧ D.

More general models for the structure of data were considered in other works. In the special case of
random Fourier Feature regression, [39] derived the train and test error for a general input distribution.
[40] achieved a similar result in the non-parametric setting of kernel regression, which can be viewed
as the limiting case of random feature regression when the number of random features P goes to
infinity.

The few works studying classification analytically have mostly focused on linear models, trained
on linearly separable data [41, 42, 43, 44] or gaussian mixtures [45, 46]. One of the challenges
in classification (in comparison to regression) is the large set of available loss functions [47, 48].
In the context of random feature models, [22] uses tools from statistical mechanics to derive the
generalization loss of random features model for any loss function with i.i.d. Gaussian input. More
recently, [32] shows that this framework could extend to more complex data distributions and learned
feature maps provided that key population covariances are estimated by Monte Carlo methods. Our
paper crucially builds on these contributions, by deriving a fully analytical analysis for a simple
interpretable model of data structure, while also analyzing the effect of label flipping.

We also note that a few recent works investigate the roles of the loss and the structure in data in more
realistic setups where theoretically robust results are harder to obtain. Several works have studied the
low intrinsic dimensionality of real-world data distributions and how it impacts sample complexity
for supervised tasks [49, 50, 19, 51]. The impact of the loss function is also an active research
area: [52, 53] show that square loss can perform equally or better than the ubiquitous cross-entropy
loss in realistic multi-class classification problems, if one rescales the weight of the correct class to
emphasize its importance.

3 A solvable model of data structure

In this work, we focus on the random features model1 introduced in [20]. Using tools from statistical
physics, we derive the generalization error of a teacher-student task on the strong and weak features
model of structured data.

1Note that this model is akin to the so-called lazy learning regime of neural networks where the weights stay
close to their initial value [54]: assuming f✓0 =0, we have f✓(x) ⇡ r✓f✓(x)|✓=✓0 · (✓ � ✓0) [55]. In other
words, lazy learning amounts to a linear fitting problem with a random feature vector r✓f✓(x)|✓=✓0 .
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Random feature model The random features model can be viewed as a two-layer neural network
(see Fig. 1) whose first layer is a fixed random matrix containing P random feature vectors {Fi 2
RD}i=1...P acting on inputs xµ 2 RD:

ŷµ =
PX

i=1

wi�

✓
Fi · xµp

D

◆
, (1)

where �(·) is a pointwise activation function and wi 2 R are the second layer weights. Elements of
F are drawn i.i.d from N (0, 1).

The second layer weights, i.e. the elements of w 2 RP , are trained by minimizing an `2-regularized
loss on N training examples {xµ 2 RD}µ=1...N :

ŵ = argmin
w


✏t(w) +

�

2
kwk2

2

�
, ✏t(w) =

NX

µ=1

` (yµ, ŷµ) , (2)

where ` denotes the logistic loss `(y, ŷ) = log(1+e
�yŷ). The target labels are given by a probabilistic

teacher y ⇠ Pt(y|� · x) corresponding to the sign of a linear function possibly corrupted by label
flipping:

yµ = ⌘µ sign
✓

� · xµp
D

◆
, ⌘µ =

⇢
1 with probability 1 � �
�1 with probability �.

(3)

The generalization error is computed as the 0-1 loss,

✏g = Ex,y

⇥
sign(ŷ(x)),y(x)

⇤
. (4)

Strong and weak features model To impose structure on the input space, we introduce a block-
structured covariance matrix from which the elements of the inputs x 2 RD and the teacher � 2 RD

are sampled as:

x ⇠ N (0, ⌃x), � ⇠ N (0, ⌃�),

⌃x =

2

64
�x,1I�1D 0 0

0 �x,2I�2D 0

0 0
. . .

3

75 , ⌃� =

2

64
��,1I�1D 0 0

0 ��,2I�2D 0

0 0
. . .

3

75 .

Our result presented in the rest of Section 3 is valid for an arbitrary number of blocks. In Section 4
we will focus for interpretability on the special case where we only have two blocks of sizes �1D

and �2D, with �1 + �2 = 1. We will typically be interested in the strongly anisotropic setup where
the first subspace is much smaller (�1 ⌧ 1), but potentially has higher saliency rx = �x,1/�x,2 � 1
(see Fig. 1).

Main analytical result Using the replica method from statistical physics [24] and the Gaussian
Equivalence Theorem (GET) [56, 21, 30, 31], we derive the generalization and training errors in the
high-dimensional limit where D, N and P ! 1 with fixed ratios. The asymptotic generalization
and training errors are given by

lim
N!1

✏g =
1

⇡
cos�1

✓
Mp
⇢Q

◆
, (5)

lim
N!1

✏t = E⇠

Z

R
dy

h
Z0

⇣
y, ⇠M/

p
Q, ⇢ � M

2
/Q

⌘
`(y, ⌘(y,

p
Q⇠, V )

i
(6)

with the proximal operator ⌘(y, a, b) = arg min
x

(x � a)2/(2b) + `(x, y), the random variable

⇠ ⇠ N (0, 1), the functional Z0 (y, a, b) =
R
R dx N (x; a, b)Pt(y|x) and the scalars

⇢ =
X

i

�i��,i�x,i, M = 1

X

i

�x,ims,i, Q = 
2
1

X

i

�x,iqs,i + 
2
?qw, V = 

2
1

X

i

�x,ivs,i + 
2
?vw.
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The parameters 1, ? are related to the activation function: denoting r =
P

i �i�x,i and ⇠ ⇠ N (0, r),
one has

1 =
1

r
E⇠[⇠�(⇠)]], ? =

q
E⇠ [�(⇠)2] � r2

1. (7)

Besides these constants and the ones defining the data structure (�i, ��,i, �x,i), the key ingredients to
obtain asymptotic errors are the so-called order parameters ms, qs, qw, vs and vw. They correspond
to the high-dimensional limit of the following expectations and variances (denoted by V):

ms,i = lim
D!1

1

D
EP [si · �i] , qs,i = lim

D!1

1

D
EP [si · si] , qw = lim

P!1

1

P
EP [ŵ · ŵ] ,

vs,i = lim
D!1

1

D
VP [si · si] , vw = lim

P!1

1

P
VP [ŵ · ŵ] ,

where s = 1p
P

Fŵ 2 RD and si, �i 2 R�iD denote the orthogonal projections of s and � onto
subspace i 2 {1, 2} and P denotes the joint distribution of all random quantities in the problem (the
teacher weights, the random features and the training data).

Intuitively, ⇢ is the variance of the outputs of the teacher, Q is the variance of the outputs of the
student, and M is their covariance. The generalization error is given by the “angle” between the
teacher and the student, as expressed by Eq. 5. The order parameters allowing to obtain Q and M are
one of the outputs of the replica computation deferred to SM B. They are obtained by solving a set
of non-linear saddle-point equations (see Section B.5 of the SM). Our framework is valid for any
convex loss function, although the replica equations need to be evaluated numerically in the general
case. In the case of the square loss however, some simplifications arise, e.g. an explicit expression for
the training error can be obtained from the order parameters (see Section B.6 of the SM).

Steps and validity of the replica analysis The necessary steps of the derivation are detailed in
SM B. In particular, (i) we obtain an anistropic extension of the GET, (ii) conduct random matrix
analysis for block matrices and finally (iii) derive the analytical saddle-point equations which yield
the values of the order parameters. Our result generalizes the strategy of [22] from isotropic to
anisotropic data and additionally covers the effect of label flipping. Our result is also related to [32]
which establishes rigorously the replica prediction in related learning problems. A rigorous proof of
our replica results is within reach: it requires a small extension of [31] (to prove the anisotropic GET
derived in Section B.2 of the SM) combined with the recent results of [32]. Moreover, results in the
following section show perfect agreement with numerical experiments.

4 Effect of data structure and loss function on double descent

In this section, we investigate how the interplay between the data structure and the loss function
shapes the train and test error curves. In the main text, we only examine parameter-wise curves, where
we increase the number of parameters P at fixed number of data N . In SM. A, we also examine the
sample-wise dependency by plotting the train and test error in the entire (N, P ) phase space.

Modulating the teacher-data alignment We compare three cases illustrated on Fig. 1. The first is
the isotropic setup where rx = 1 (blue curves in Fig. 2). In the two next setups, the data is anisotropic
with a small subspace (�1 = 0.1) of large variance and a large subspace (�2 = 0.9) of small variance.
The ratio of the variances rx = �x,1/�x,2 is set to 10, and their values are chosen to keep the total
variance of the inputs unchanged: 1

D E[kxk2] = �1�x,1 + �2�x,2 = 1.

We study two cases for the outputs: (i) the aligned scenario where the strong features are highly
correlated with the labels (r� = ��,1/��,2 = 100, green curves in Fig. 2); (ii) the misaligned

scenario, where the strong features have low correlation with the labels (r� = 0.01, orange curves
in Fig. 2). In both cases, we choose the ��,i such that the total variance of the teacher scores is
unchanged: 1

D E[(� · x)2] = �1�x,1��,1 + �2�x,2��,2 = 1.

Validity at finite size We begin by comparing our analytical predictions with the outcomes of
numerical experiments, both for test loss (Fig. 2) and train loss (Fig. 4). The agreement is excellent
even for moderately large dimensions D = 100. Note that the replica method, which relies on solving
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(a) Square loss, true labels (b) Logistic loss, true labels

(c) Square loss, label flip probability � = 0.3 (d) Logistic loss, label flip probability � = 0.3

Figure 2: Anisotropic data strongly affects the double descent curves. Theoretical results (solid
curves) and numerical results (dots with vertical bars denoting standard deviation over 10 runs) agree
even at moderate size D = 100. We set � = Tanh, � = 10�3 and N/D = 1.

a set of scalar fixed point equations, is also computationally efficient. It allows here to probe ratios of
P/D and N/D far beyond what is tractable by the numerics (P , D and N only appear in the replica
equations through the values of the ratios N/P and P/D).

Effect of data structure on generalization Looking at Fig. 2, a first immediate observation is that
strong teacher-data alignment makes the task easier: as number of parameters P increases the test
loss drops earlier and eventually reaches a lower asymptotic value, both for square loss and logistic
loss. In SM. A, we show that the same phenomenon occurs when varying the number of samples N

instead of the number of parameters P . These observations are in line with the results of [38] and
show that relevant salient features make the problem low-dimensional with an effective dimension
close to �1D. This setup is the most akin to real-world tasks in which the most salient features of
an image are often the most relevant to its recognition. In this sense, the impressive performance of
kernel methods such as the Convolutional NTK on real-world datasets [57] can be associated with
the anisotropy of the data: feature learning is not indispensable to beat the curse of dimensionality if
the irrelevant features are weakly salient to begin with [51].

Conversely, misalignment generally makes the task harder and increases the value of the test loss.
Note however that for square loss, an interesting crossover occurs in presence of noise (panel c): the
irrelevant features are detrimental from small P , but become helpful at large P , as can be seen from
the orange curve reaching a lower asymptotic value than the blue curve. We associate this to the
phenomenon discovered for linear regression in [23], whereby adding noisy features acts as a form of
implicit regularization.

Logistic is better than square loss Comparing the two loss functions, we observe two beneficial
effects of using logistic loss rather than square loss.

First, we observe that the overfitting peak characteristic of the double descent curve which appears at
P = D for square loss is absent for logistic loss in the noiseless setting (Fig. 2), and vastly reduced
in presence of noise (we use in both cases the same small amount of regularization for square and
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(a) Strong and weak features model (b) Real data

Figure 3: The easier the task, the wider the gap between logistic and square loss. (a) Strong and
weak feature model in the noiseless (� = 0) and noisy (� = 0.3) setups, where we make the task
easier from left to right by increasing the alignment between the data and the teacher. (b) Real data
(MNIST parity and CIFAR10 airplanes vs cars), where we make the task easier by decreasing the
exponent ↵ controlling the saliency of the top PCA components (see Sec. 5). In both cases, we
considered an over-parametrized RF model (P/D = 100) learning from a moderate amount of data
(N/D = 1), with � = Tanh and � = 10�4.

(a) Square loss (b) Logistic loss

Figure 4: Structure of data affects the position of the interpolation threshold for logistic loss.

We depicted the train loss curves in the noiseless setup of Fig. 2, where � = Tanh, � = 10�3,
N/D = 1.

logistic loss). This suggests that the logistic loss exerts some form of implicit regularization, reducing
the amount of overfitting.

Second, in the aligned and isotropic setups, the asymptotic test loss reached in the “kernel” regime
P/D ! 1 is lower with logistic loss, especially in the aligned setup. To better highlight this
phenomenon, we continuously vary the teacher-data alignment in Fig. 3(a) for an overparametrized
model. Logistic loss performs similarly or worse than square loss at very small alignment, but
outperforms square loss as soon as the alignment is sufficient. The gap between the two then grows
as we increase alignment. In other words, logistic loss is particularly powerful on tasks made easy by
the structure in the data.

The better ability of logistic loss to detect structure in the data is also reflected in the train loss curves
of Fig. 4. For square loss, the interpolation threshold, i.e. the point when the the train loss vanishes,
occurs at P = N . For logistic loss, there is no interpolation threshold strictly speaking since the train
loss cannot be zero. However, one can define an effective threshold as the point where the training
loss reaches the near-zero plateau. Notably, this effective threshold depends on the data structure:
it is lower for the aligned setup, where the data is easier to fit, and higher for the misaligned setup,
where the data is harder to fit.

Behavioral differences between losses Further understanding of the differences between logistic
and square loss can be gained thanks to the replica approach which gives access to the order parameter
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(a) Square loss (b) Logistic loss

Figure 5: Overparametrization causes the weights to diverge for logistic loss. We depicted the
order parameters Q and M , quantifying the variance of the outputs of the student and their covariance
with the outputs of the teacher, in the noiseless setup of Fig. 2. Insets: log-log plot, showing the
power-law asymptotic behaviors.

Q and M defined in Eq. 7, see Fig. 5. For recall, Q corresponds to the variance of the outputs of the
student ŷ and M to their covariance with the linear scores of the teacher.

For square loss, Q and M increase and reach a finite value (with a peak in Q at the interpolation
threshold), reflecting the fact that the linearized estimator Fw converges towards a fixed norm vector
more or less correlated with the teacher vector � depending on the depending on the data structure.
For logistic loss, M increases linearly with overparametrization and Q increases as a power law (see
logarithmic insets), reflecting the fact the the estimator endlessly grows in the direction of the teacher
vector [41] as the number of parameters increases. This growth appears to shield the peak observed
in Q for the squared loss explaining the very mild double descent observed in Fig. 2. Interestingly,
these quantities grow much faster in the aligned setup, where the estimator is more “confident” in its
predictions, which also hints at the better performance of the logistic loss when the structure of data
is favorable.

5 Numerical results

To examine the applicability of our results, we consider two realistic binary classification tasks: parity
of digits in the MNIST dataset and airplanes vs cars in the CIFAR10 dataset. In both cases, we
learn with an RF model in the same setup as described above. To control the alignment, we apply a
PCA transformation to the inputs (keeping the top D = 100 components and discarding the rest),
then apply the following component-wise rescaling: xi ! xi/ std(xi)↵, where std(xi) denotes the
standard deviation of feature xi over the whole training dataset, and the exponent ↵ allows us to tune
the saliency of the features:

• ↵ < 1 yields an aligned scenario, since the top PCA features are naturally the most relevant;
• ↵ = 1 yields the isotropic scenario, where all features have same variance;
• ↵ > 1 yields a misaligned scenario, since the strong features will become weak and the

weak features become strong.
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(a) Square loss, MNIST (b) Logistic loss, MNIST

(c) Square loss, CIFAR10 (d) Logistic loss, CIFAR10

Figure 6: Test error and train loss (inset) on realistic tasks. Top: MNIST dataset with labels given
by the digit parity. Bottom: CIFAR10 dataset with airplanes and cars. We synthetically reproduce
the isotropic, aligned and misaligned scenarios by applying a PCA transformation to the inputs and
tuning how salient the largest PCA features are compared to the smallest PCA features (see Sec. 5).
We set � = Tanh, � = 10�3 and N/D = 1.

The corresponding train and test error curves are shown in Fig. 6 (we set ↵ = 0 for the aligned scenario
and ↵ = 1.5 for the misaligned scenario). Remarkably, we recover many of the phenomenological
features described previously. The test error drops earlier and reaches a lower asymptotic value
in the aligned setup, and conversely reaches a higher value in the misaligned setup. We observe a
double descent curve for square loss, but the peak is suppressed for logistic loss. The location of
the interpolation threshold depends on the teacher-data alignment for logistic loss, whereas it does
not for square loss. Finally, logistic loss has a lower asymptotic error than square loss in the aligned
setup, signalling that it is favorable for “easy” data distributions.

To strengthen the latter observation, we vary continuously the difficulty of the task by adjusting the
exponent ↵ and show the results in Fig. 3(b) (increasing ↵ makes the task harder). As observed
analytically in Fig. 3(a), the gap between square loss and logistic loss increases as we decrease ↵.

6 Conclusion

In this work, we studied how the loss function interplays with the data structure to shape the
generalization curve of random feature models. Our results show strong behavioral differences
between quadratic and logistic loss, the latter performing particularly well for easy datasets where
most of the information comes from low-dimension projections of the inputs.

As a possible direction of future work, we conclude with the observation that our results, which
apply to random feature (or lazy learning) tasks, appear in contrast with those of [52], which suggest
that cross-entropy losses can be traded at no cost for quadratic losses in modern deep learning tasks,
which are known to have low intrinsic dimensionality [19]. This opens up an interesting direction
for future work: does feature learning help quadratic losses by better capturing the low-dimensional
structure of the inputs, as suggested by [51]? Or does the key difference reside in the multi-class
nature of practical classification problems [53]?

9



Acknowledgements We thank Berfin Simsek, Armand Joulin, Bruno Loureiro and Federica Gerace
for helpful discussions. SD and GB acknowledge funding from the French government under
management of Agence Nationale de la Recherche as part of the “Investissements d’avenir” program,
reference ANR-19-P3IA-0001 (PRAIRIE 3IA Institute). MG acknowledges funding from the Flatiron
Institute. We also thank Lenka Zdeborova and Florent Krzakala, and Les Houches Summer School
for organizing a workshop on Statistical Physics and Machine Learning where this work was partially
done.

References

[1] Sergey Zagoruyko and Nikos Komodakis. Wide residual networks. arXiv preprint
arXiv:1605.07146, 2016.

[2] Tom B Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared Kaplan, Prafulla Dhariwal,
Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, et al. Language models are
few-shot learners. arXiv preprint arXiv:2005.14165, 2020.

[3] Chiyuan Zhang, Samy Bengio, Moritz Hardt, Benjamin Recht, and Oriol Vinyals. Understanding
deep learning requires rethinking generalization. arXiv preprint arXiv:1611.03530, 2016.

[4] Behnam Neyshabur, Zhiyuan Li, Srinadh Bhojanapalli, Yann LeCun, and Nathan Srebro.
Towards understanding the role of over-parametrization in generalization of neural networks.
arXiv preprint arXiv:1805.12076, 2018.

[5] Madhu S Advani, Andrew M Saxe, and Haim Sompolinsky. High-dimensional dynamics of
generalization error in neural networks. Neural Networks, 132:428–446, 2020.

[6] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet classification with deep
convolutional neural networks. In Advances in neural information processing systems, pages
1097–1105, 2012.

[7] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton. Deep learning. nature, 521(7553):436–444,
2015.

[8] Geoffrey Hinton, Li Deng, Dong Yu, George E Dahl, Abdel-rahman Mohamed, Navdeep
Jaitly, Andrew Senior, Vincent Vanhoucke, Patrick Nguyen, Tara N Sainath, et al. Deep neural
networks for acoustic modeling in speech recognition: The shared views of four research groups.
IEEE Signal processing magazine, 29(6):82–97, 2012.

[9] Ilya Sutskever, Oriol Vinyals, and Quoc V Le. Sequence to sequence learning with neural
networks. In Advances in neural information processing systems, pages 3104–3112, 2014.

[10] Mikhail Belkin, Daniel Hsu, Siyuan Ma, and Soumik Mandal. Reconciling modern machine
learning and the bias-variance trade-off. arXiv preprint arXiv:1812.11118, 2018.

[11] Trevor Hastie, Andrea Montanari, Saharon Rosset, and Ryan J Tibshirani. Surprises in high-
dimensional ridgeless least squares interpolation. arXiv preprint arXiv:1903.08560, 2019.

[12] S Spigler, M Geiger, S d’Ascoli, L Sagun, G Biroli, and M Wyart. A jamming transition from
under-to over-parametrization affects generalization in deep learning. Journal of Physics A:
Mathematical and Theoretical, 52(47):474001, 2019.

[13] Mario Geiger, Arthur Jacot, Stefano Spigler, Franck Gabriel, Levent Sagun, Stéphane d’Ascoli,
Giulio Biroli, Clément Hongler, and Matthieu Wyart. Scaling description of generalization
with number of parameters in deep learning. Journal of Statistical Mechanics: Theory and
Experiment, 2020(2):023401, 2020.

[14] Manfred Opper and Wolfgang Kinzel. Statistical mechanics of generalization. In Models of
neural networks III, pages 151–209. Springer, 1996.

[15] Andreas Engel and Christian Van den Broeck. Statistical mechanics of learning. Cambridge
University Press, 2001.

[16] Florent Krzakala and Jorge Kurchan. Landscape analysis of constraint satisfaction problems.
Physical Review E, 76(2):021122, 2007.

[17] Silvio Franz and Giorgio Parisi. The simplest model of jamming. Journal of Physics A:
Mathematical and Theoretical, 49(14):145001, 2016.

10



[18] Mario Geiger, Stefano Spigler, Stéphane d’Ascoli, Levent Sagun, Marco Baity-Jesi, Giulio
Biroli, and Matthieu Wyart. Jamming transition as a paradigm to understand the loss landscape
of deep neural networks. Physical Review E, 100(1):012115, 2019.

[19] Phillip Pope, Chen Zhu, Ahmed Abdelkader, Micah Goldblum, and Tom Goldstein. The
intrinsic dimension of images and its impact on learning. arXiv preprint arXiv:2104.08894,
2021.

[20] Ali Rahimi and Benjamin Recht. Random features for large-scale kernel machines. In Advances
in neural information processing systems, pages 1177–1184, 2008.

[21] Song Mei and Andrea Montanari. The generalization error of random features regression:
Precise asymptotics and double descent curve. arXiv preprint arXiv:1908.05355, 2019.

[22] Federica Gerace, Bruno Loureiro, Florent Krzakala, Marc Mézard, and Lenka Zdeborová.
Generalisation error in learning with random features and the hidden manifold model. arXiv
preprint arXiv:2002.09339, 2020.

[23] Dominic Richards, Jaouad Mourtada, and Lorenzo Rosasco. Asymptotics of ridge (less)
regression under general source condition. arXiv preprint arXiv:2006.06386, 2020.

[24] Marc Mézard, Giorgio Parisi, and Miguel Virasoro. Spin glass theory and beyond: An Intro-
duction to the Replica Method and Its Applications, volume 9. World Scientific Publishing
Company, 1987.

[25] Marylou Gabrié. Mean-field inference methods for neural networks. Journal of Physics A:
Mathematical and Theoretical, 53(22), 2020.

[26] Yasaman Bahri, Jonathan Kadmon, Jeffrey Pennington, Sam Schoenholz, Jascha Sohl-Dickstein,
and Surya Ganguli. Statistical Mechanics of Deep Learning. Annual Review of Condensed
Matter Physics, 11(1):501–528, 2020.

[27] Jean Barbier, Florent Krzakala, Nicolas Macris, Léo Miolane, and Lenka Zdeborová. Optimal
errors and phase transitions in high-dimensional generalized linear models. Proceedings of the
National Academy of Sciences of the United States of America, 116(12):5451–5460, 2019.

[28] Benjamin Aubin, Antoine Maillard, Jean Barbier, Florent Krzakala, Nicolas Macris, and Lenka
Zdeborová. The committee machine: Computational to statistical gaps in learning a two-layers
neural network. In Neural Information Processing Systems 2018, pages 1–44, 2018.

[29] Marylou Gabrié, Andre Manoel, Clément Luneau, Jean Barbier, Nicolas Macris, Florent
Krzakala, and Lenka Zdeborová. Entropy and mutual information in models of deep neural
networks. pages 1821–1831. Curran Associates, Inc., 2018.

[30] Sebastian Goldt, Galen Reeves, Marc Mézard, Florent Krzakala, and Lenka Zdeborová. The
gaussian equivalence of generative models for learning with two-layer neural networks. arXiv
preprint arXiv:2006.14709, 2020.

[31] Hong Hu and Yue M Lu. Universality laws for high-dimensional learning with random features.
arXiv preprint arXiv:2009.07669, 2020.

[32] Bruno Loureiro, Cédric Gerbelot, Hugo Cui, Sebastian Goldt, Florent Krzakala, Marc Mézard,
Lenka Zdeborová, École Fédérale, and Polytechnique De Lausanne. Capturing the learning
curves of generic features maps for realistic data sets with a teacher-student model. 2102.08127,
2021.

[33] Preetum Nakkiran, Prayaag Venkat, Sham Kakade, and Tengyu Ma. Optimal regularization can
mitigate double descent. arXiv preprint arXiv:2003.01897, 2020.

[34] Edgar Dobriban and Stefan Wager. High-dimensional asymptotics of prediction: Ridge regres-
sion and classification. arXiv preprint arXiv:1507.03003, 2015.

[35] Denny Wu and Ji Xu. On the optimal weighted l2 regularization in overparameterized linear
regression. arXiv preprint arXiv:2006.05800, 2020.

[36] Lin Chen, Yifei Min, Mikhail Belkin, and Amin Karbasi. Multiple descent: Design your own
generalization curve. arXiv preprint arXiv:2008.01036, 2020.

[37] Dmitry Kobak, Jonathan Lomond, and Benoit Sanchez. Optimal ridge penalty for real-world
high-dimensional data can be zero or negative due to the implicit ridge regularization. liver,
1:1–2, 2019.

11



[38] Behrooz Ghorbani, Song Mei, Theodor Misiakiewicz, and Andrea Montanari. When do neural
networks outperform kernel methods? Advances in Neural Information Processing Systems, 33,
2020.

[39] Zhenyu Liao, Romain Couillet, and Michael W Mahoney. A random matrix analysis of random
fourier features: beyond the gaussian kernel, a precise phase transition, and the corresponding
double descent. arXiv preprint arXiv:2006.05013, 2020.

[40] Abdulkadir Canatar, Blake Bordelon, and Cengiz Pehlevan. Statistical mechanics of generaliza-
tion in kernel regression. arXiv preprint arXiv:2006.13198, 2020.

[41] Daniel Soudry, Elad Hoffer, Mor Shpigel Nacson, Suriya Gunasekar, and Nathan Srebro. The
implicit bias of gradient descent on separable data. Journal of Machine Learning Research
(JMLR), 19:1–57, 2018.

[42] Andrea Montanari, Feng Ruan, Youngtak Sohn, and Jun Yan. The generalization error of
max-margin linear classifiers: High-dimensional asymptotics in the overparametrized regime.
arXiv preprint arXiv:1911.01544, 2019.

[43] Niladri S Chatterji and Philip M Long. Finite-sample analysis of interpolating linear classifiers
in the overparameterized regime. arXiv preprint arXiv:2004.12019, 2020.

[44] Tengyuan Liang and Pragya Sur. A precise high-dimensional asymptotic theory for boosting
and min-l1-norm interpolated classifiers. arXiv preprint arXiv:2002.01586, 2020.

[45] Zeyu Deng, Abla Kammoun, and Christos Thrampoulidis. A model of double descent for
high-dimensional binary linear classification. arXiv preprint arXiv:1911.05822, 2019.

[46] Francesca Mignacco, Florent Krzakala, Yue Lu, Pierfrancesco Urbani, and Lenka Zdeborova.
The role of regularization in classification of high-dimensional noisy gaussian mixture. In
International Conference on Machine Learning, pages 6874–6883. PMLR, 2020.

[47] Ganesh Ramachandra Kini and Christos Thrampoulidis. Analytic study of double descent in
binary classification: The impact of loss. In 2020 IEEE International Symposium on Information
Theory (ISIT), pages 2527–2532. IEEE, jun 2020.

[48] Vidya Muthukumar, Adhyyan Narang, Vignesh Subramanian, Mikhail Belkin, Daniel Hsu, and
Anant Sahai. Classification vs regression in overparameterized regimes: Does the loss function
matter? arXiv preprint arXiv:2005.08054, 2020.

[49] Stefano Spigler, Mario Geiger, and Matthieu Wyart. Asymptotic learning curves of kernel
methods: empirical data vs teacher-student paradigm. arXiv preprint arXiv:1905.10843, 2019.

[50] Alessio Ansuini, Alessandro Laio, Jakob H Macke, and Davide Zoccolan. Intrinsic dimension
of data representations in deep neural networks. arXiv preprint arXiv:1905.12784, 2019.

[51] Aristide Baratin, Thomas George, César Laurent, R Devon Hjelm, Guillaume Lajoie, Pascal
Vincent, and Simon Lacoste-Julien. Implicit regularization in deep learning: A view from
function space. arXiv preprint arXiv:2008.00938, 2020.

[52] Like Hui and Mikhail Belkin. Evaluation of neural architectures trained with square loss vs
cross-entropy in classification tasks. arXiv preprint arXiv:2006.07322, 2020.

[53] Ahmet Demirkaya, Jiasi Chen, and Samet Oymak. Exploring the role of loss functions in
multiclass classification. In 2020 54th Annual Conference on Information Sciences and Systems
(CISS), pages 1–5. IEEE, 2020.

[54] Arthur Jacot, Franck Gabriel, and Clément Hongler. Neural tangent kernel: Convergence and
generalization in neural networks. In Advances in neural information processing systems, pages
8571–8580, 2018.

[55] Lénaïc Chizat, Edouard Oyallon, and Francis Bach. On lazy training in differentiable program-
ming. In H. Wallach, H. Larochelle, A. Beygelzimer, F. d’Alché Buc, E. Fox, and R. Garnett,
editors, Advances in Neural Information Processing Systems 32, pages 2933–2943. Curran
Associates, Inc., 2019.

[56] Noureddine El Karoui et al. The spectrum of kernel random matrices. Annals of statistics,
38(1):1–50, 2010.

[57] Sanjeev Arora, Simon S Du, Zhiyuan Li, Ruslan Salakhutdinov, Ruosong Wang, and Dingli
Yu. Harnessing the power of infinitely wide deep nets on small-data tasks. arXiv preprint
arXiv:1910.01663, 2019.

12


