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#### Abstract

Importance Sampling (IS) is a widely used building block for a large variety of off-policy estimation and learning algorithms. However, empirical and theoretical studies have progressively shown that vanilla IS leads to poor estimations whenever the behavioral and target policies are too dissimilar. In this paper, we analyze the theoretical properties of the IS estimator by deriving a novel anticoncentration bound that formalizes the intuition behind its undesired behavior. Then, we propose a new class of IS transformations, based on the notion of power mean. To the best of our knowledge, the resulting estimator is the first to achieve, under certain conditions, two key properties: (i) it displays a subgaussian concentration rate; (ii) it preserves the differentiability in the target distribution. Finally, we provide numerical simulations on both synthetic examples and contextual bandits, in comparison with off-policy evaluation and learning baselines.


## 1 Introduction

The availability of historically collected data is a common scenario in many real-world decisionmaking problems, including medical treatments [e.g., 17, 67], recommendation systems [e.g., 33, 16], personalized advertising [e.g., 3, 60], finance [e.g., 43], and industrial robot control [e.g., 27, 26]. Historical data can be leveraged to address two classes of problems. First, given data collected with a behavioral policy, we want to estimate the performance of a different target policy. This problem is known as off-policy evaluation [Off-PE, 21]. Second, we want to employ the available data to improve the performance of a baseline policy. This latter problem is named off-policy learning [OffPL 14]. Off-policy methods are studied by both the reinforcement learning [RL, 58] and contextual multi-armed bandit [CMAB, 30] communities. Given its intrinsic simplicity compared to RL, offpolicy methods are nowadays well understood in the CMAB framework [e.g., 44, 1, 14, 64]. Among them, the doubly robust estimator [DR, 14] is one of the most promising off-policy methods for CMABs. DR combines a direct method (DM), in which the reward is estimated from historical data via regression, with an importance sampling [IS, 46] control variate.
IS plays a crucial role in the off-policy methods and counterfactual reasoning. However, IS tends to exhibit problematic behavior for general distributions. This is formalized by its heavy-tailed properties [40], which prevent the application of exponential concentration bounds [4]. To cope with this issue, typically, corrections are performed on the importance weight including truncation [23] and self-normalization [SN, 46], among the most popular. Significant results have recently been derived for both techniques [47, 29, 39]. Nevertheless, we believe that the widespread use of IS calls for a better theoretical understanding of its properties and for the design of principled weight corrections.

Defining the desirable properties of an off-policy estimator is a non-trivial task. Some works employed the mean squared error (MSE) as an index of the estimator quality [34, 64]. However, controlling the MSE, while effectively capturing the bias-variance trade-off, does not provide any guarantee on the concentration properties of the estimator, which might still display a heavy-tailed behavior [37]. For this reason, we believe that a more suitable approach is to require that the estimator deviations concentrate at a subgaussian rate [12]. Subgaussianity implicitly controls the tail behavior and leads to tight exponential concentration inequalities. Unlike MSE, the probabilistic requirements are nonasymptotic (finite-sample), from which guarantees on the MSE can be derived. While subgaussianity can be considered a satisfactory requirement for Off-PE, additional properties are advisable when switching to Off-PL. In particular, the differentiability w.r.t. the target policy parameters is desirable whenever Off-PL is carried out via gradient optimization. For instance, weight truncation, as presented in [47], allows achieving subgaussianity but leads to a non-differentiable objective. Consequently, the optimization phase requires additional care, which sometimes leads to computationally heavy discretizations [47]. On the contrary, the SN estimator is differentiable in the target policy, but fails to achieve subgaussian concentration for general distributions.

In this paper, we take a step towards a better understanding of IS. After having introduced the necessary background (Section 2], we derive an anticoncentration bound for the mean estimation with vanilla IS. We show that polynomial concentration (Chebychev's inequality) is tight in this setting (Section 3). This result formalizes the intuition behind the undesired behavior of these estimators for general distributions. Hence, we propose a class of importance weight corrections, based on the notion of power mean (Section 4). The rationale behind these corrections is to "smoothly shrink" the weights towards the mean, with different intensities. In this way, we mitigate the heavy-tailed behavior and, in the meantime, we exert control over the induced bias. Then, we derive bounds on the bias and variance that allow obtaining an exponential concentration inequality and, under certain conditions, subgaussian concentration (Section 5 ). Furthermore, the smooth transformation allows preserving the differentiability in the target policy, unlike some existing transformations, like weight truncation. To the best of our knowledge, this is the first IS correction that preserves the differentiablity and is proved to be subgaussian. This correction, however, requires knowledge of a distributional divergence between the target and behavioral policies, which may be unknown or difficult to compute. To this end, we introduce an approach to empirically estimate the correction parameter, preserving the desirable concentration properties (Section 6). After providing a comparative review of the literature (Section7), we present an experimental study comparing our approach with traditional and modern off-policy baselines on synthetic domains and in the CMAB framework (Section 8). The proofs of the results presented in the main paper can be found in Appendix A A preliminary version of this work was presented at the "Workshop on Reinforcement Learning Theory" of ICML 2021 [42] ${ }^{1}$

## 2 Preliminaries

We start introducing the background about probability, importance sampling and contextual bandits.
Probability We denote with $\mathscr{P}(\mathcal{Y})$ the set of probability measures over a $(\mathcal{Y}, \mathfrak{F} y)$. Let $P \in \mathscr{P}(\mathcal{Y})$, $f: \mathcal{Y} \rightarrow \mathbb{R}$ be a function, and $\bar{\mu}_{n}$ be an estimator for the mean $\mu=\mathbb{E}_{y \sim P}[f(y)]$ obtained with $n$ i.i.d. samples. Suppose that with probability $1-\delta$ it holds that $\left|\bar{\mu}_{n}-\mu\right| \leqslant \sqrt{g(n, \delta)}$. For $\beta>0$, we say that $\bar{\mu}_{n}$ admits: (i) polynomial concentration if $g(n, \delta)=\mathcal{O}\left(1 /(n \delta)^{\beta}\right)$; (ii) exponential concentration if $g(\delta)=\mathcal{O}\left((\log (1 / \delta) / n)^{\beta}\right)$; (iii) subgaussian concentration if (ii) holds with $\beta=1$ [37]. These cases correspond to Chebyshev's, Bernstein's, and Höeffding's inequalities respectively [4].

Importance Sampling Let $P, Q \in \mathscr{P}(\mathcal{Y})$ admitting $p$ and $q$ as density functions, if $P \ll Q$, i.e., $P$ is absolutely continuous w.r.t. $Q$, for any $\alpha \in(1,2]$, we introduce the integral: $I_{\alpha}(P \| Q)=$ $\int_{\mathcal{Y}} p(y)^{\alpha} q(y)^{1-\alpha} \mathrm{d} y$. If $P=Q$ a.s. (almost surely) then $I_{\alpha}(P \| Q)=1$. $I_{\alpha}(P \| Q)$ allows defining several divergences, like Rényi [51]: $(\alpha-1)^{-1} \log I_{\alpha}(P \| Q)$. Let $f: \mathcal{Y} \rightarrow \mathbb{R}$ be a function, (vanilla) importance sampling [IS, 46] allows estimating the expectation of $f$ under the target distribution $P$, i.e., $\mu=\mathbb{E}_{y \sim P}[f(y)]$, using i.i.d. samples $\left\{y_{i}\right\}_{i \in[n]}$ collected with the behavioral distribution $Q$ :

$$
\widehat{\mu}_{n}=\frac{1}{n} \sum_{i \in[n]} \omega\left(y_{i}\right) f\left(y_{i}\right), \quad \text { where } \quad \omega(y)=\frac{p(y)}{q(y)}, \quad \forall y \in \mathcal{Y} .
$$

${ }^{1}$ https://lyang36.github.io/icml2021_rltheory/camera_ready/7.pdf

It is well-known that $\widehat{\mu}_{n}$ is unbiased, i.e., $\mathbb{E}_{y_{i} \sim Q}\left[\hat{\mu}_{n}\right]=\mu$ [46]. If $f$ is bounded, the variance of the estimator can be upper-bounded as $\operatorname{Var}_{y_{i} \sim Q}\left[\widehat{\mu}_{n}\right] \leqslant \frac{1}{n}\|f\|_{\infty} I_{2}(P \| Q)$ [40]. More in general, the integral $I_{\alpha}(P \| Q)$ represents the $\alpha$-moment of the importance weight $\omega(y)$ under $Q$.
Contextual Bandits A contextual multi-armed bandit [CMAB, 30] is represented by the tuple $\mathcal{C}=(\mathcal{X}, \mathcal{A}, \rho, p)$, where $\mathcal{X}$ is the set of contexts, $\mathcal{A}$ is the finite set of actions (or arms), $\rho \in \mathscr{P}(\mathcal{X})$ is the context distribution, and $p: \mathcal{X} \times \mathcal{A} \rightarrow \mathscr{P}(\mathbb{R})$ is the reward distribution. The agent's behavior is encoded by a policy $\pi: \mathcal{X} \rightarrow \mathscr{P}(\mathcal{A})$. At each round $t \in \mathbb{N}$, the agent observes a context $x_{t} \sim \rho$, plays an action $a_{t} \sim \pi\left(\cdot \mid x_{t}\right)$, gets the reward $r_{t} \sim p\left(\cdot \mid x_{t}, a_{t}\right)$ and the system moves on to the next round. The value of a policy $\pi$ is given by $v(\pi)=\int_{\mathcal{X}} \rho(x) \sum_{a \in \mathcal{A}} \pi(a \mid x) \int_{\mathbb{R}} p(r \mid x, a) r \mathrm{~d} r \mathrm{~d} x$. We denote with $r(x, a)=\int_{\mathbb{R}} p(r \mid x, a) r \mathrm{~d} r$ the reward function. A policy $\pi^{*}$ is optimal if it maximizes the value function, i.e., $\pi^{*} \in \arg \max _{\pi \in \Pi} v(\pi)$, where $\Pi=\{\pi: \mathcal{X} \rightarrow \mathscr{P}(\mathcal{A})\}$ is the set of all policies.
Let $\mathcal{D}=\left\{\left(x_{t}, a_{t}, r_{t}\right)\right\}_{t \in[n]}$ be a dataset of samples collected in a CMAB with a behavioral policy $\pi_{b} \in \Pi$. The off-policy evaluation [Off-PE, 21] problem consists in estimating the value function $v\left(\pi_{e}\right)$ of a target policy $\pi_{e} \in \Pi$ using the samples in $\mathcal{D}$. The off-policy learning [Off-PL, 14] problem consists in estimating an optimal policy $\pi^{*} \in \Pi$ using the samples in $\mathcal{D}$. The simplest approach to address the Off-PE/Off-PL problem is to learn from $\mathcal{D}$ an estimate $\widehat{r}(x, a)$ of the reward function $r(x, a)$ via regression. This approach is known as direct method (DM) and its properties heavily depend on the quality of the estimate $\widehat{r}$. Another approach is to simply apply IS to reweight the samples of $\mathcal{D}$, leading to the inverse propensity scoring [IS,17] estimator. The two approaches are combined in the doubly-robust [DR, 14] estimator, in which the DM estimate is corrected with an IS control variate to reduce the variance using the estimated reward $\widehat{r}$ (see also Table 12 in Appendix D).

## 3 Anticoncentration of Vanilla Importance Sampling

In this section, we analyze the intrinsic limitations of the vanilla IS. It is well-known that under the assumption that for some $\alpha \in(1,2]$ the divergence $I_{\alpha}(P \| Q)$ is finite and $f$ is bounded, the vanilla IS estimator $\widehat{\mu}_{n}$ admits polynomial concentration, i.e., with probability at least $1-\delta \downarrow^{2}$

$$
\begin{equation*}
\left|\widehat{\mu}_{n}-\mu\right| \leqslant\|f\|_{\infty}\left(\frac{2^{2-\alpha} I_{\alpha}(P \| Q)}{\delta n^{\alpha-1}}\right)^{\frac{1}{\alpha}} \tag{1}
\end{equation*}
$$

We now show that the concentration in Equation (1) is tight, by deriving an anticoncentration bound for $\left|\widehat{\mu}_{n}-\mu\right|$; then, we discuss its implications and compare it with previous works.
Theorem 3.1. There exist two distributions $P, Q \in \mathscr{P}(\mathcal{Y})$ with $P \ll Q$ and a bounded measurable function $f: \mathcal{Y} \rightarrow \mathbb{R}$ such that for every $\alpha \in(1,2]$ and $\delta \in\left(0, e^{-1}\right)$ if $n \geqslant \delta e \max \left\{1,\left(I_{\alpha}(P \| Q)-1\right)^{\frac{1}{\alpha-1}}\right\}$, with probability at least $\delta$ it holds that:

$$
\left|\widehat{\mu}_{n}-\mu\right| \geqslant\|f\|_{\infty}\left(\frac{I_{\alpha}(P \| Q)-1}{\delta n^{\alpha-1}}\right)^{\frac{1}{\alpha}}\left(1-\frac{e \delta}{n}\right)^{\frac{n-1}{\alpha}}
$$

First of all, we note the polynomial dependence on the confidence level $\delta$. The bound is vacuous when $I_{\alpha}(P \| Q)=1$, i.e., when $P=Q$ a.s., since in an on-policy setting and, being the function $f$ bounded, subgaussian concentration bounds (like Höeffding's inequality) hold. In particular, for $\alpha=2, n$ and $I_{2}(P \| Q)$ sufficiently large, the bound has order $\mathcal{O}\left(\sqrt{I_{2}(P \| Q) /(\delta n)}\right)$, matching Chebyshev's and the existing concentration inequalities for vanilla importance sampling [40, 41].
Our result is of independent interest and applies for general distributions. Previous works considered the MAB [34] and CMAB [64] settings proving minimax lower bounds in mean squared error (MSE) $\mathbb{E}_{y \sim Q}\left[\left(\widehat{\mu}_{n}-\mu\right)^{2}\right]$. These results differ from ours in several respects. First, we focus on a specific estimator, the vanilla one, while those result are minimax. Second, they provide lower bounds to the MSE, while we focus on the deviations in probability ${ }^{3}$ From our probabilistic result, it is immediate to derive an MSE guarantee (Corollary A. 1 of Appendix A.1). Finally, they assume that the second moment of the importance weight $I_{2}(P \| Q)$ is finite, whereas our result allows considering scenarios in which only moments of order $\alpha<2$ are finite.

[^0]| $s$ | $\omega_{s, \lambda}(y)$ |
| :--- | :---: |
| $-\infty$ (minimum) | $\min \{\omega(y), 1\}$ |
| -1 (harmonic) | $\frac{\omega(y)}{1-\lambda+\lambda \omega(y)}$ |
| 0 (geometric) | $\omega(y)^{1-\lambda}$ |
| 1 (arithmetic) | $(1-\lambda) \omega(y)+\lambda$ |

Table 1: Choices of $s$ for the $(\lambda, s)$-corrected importance weight of Definition 4.1 .


Figure 1: Examples of importance weight corrections of Definition 4.1 for fixed $\lambda$ (left) and fixed $s$ (right).

## 4 Power-Mean Correction of Importance Sampling

In this section, motivated by the negative result of Theorem 3.1, we look for a weight correction able to achieve subgaussian concentration. Specifically, we introduce a class of corrections based on the notion of power mean [6] and we study its properties. Let us start with the following definition.
Definition 4.1. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ be two probability distributions such that $P \ll Q$, for every $s \in$ $[-\infty, \infty]$ and $\lambda \in[0,1]$, let $\omega(y)=p(y) / q(y)$, the $(\lambda, s)$-corrected importance weight is defined as:

$$
\omega_{\lambda, s}(y)=\left((1-\lambda) \omega(y)^{s}+\lambda\right)^{\frac{1}{s}}, \quad \forall y \in \mathcal{Y}
$$

The correction can be seen as the weighted power mean with exponent $s$ between the vanilla importance weight $\omega(y)$ and 1 with weights $1-\lambda$ and $\lambda$ respectively ${ }^{4}{ }^{4}$ We immediately notice that, regardless of the value of $s$, for $\lambda=0$, we reduce to the vanilla importance weight $\omega_{0, s}(y)=\omega(y)$ and for $\lambda=1$, we have identically $\omega_{1, s}(y)=1$. Furthermore, the correction is unbiased when $P=Q$ a.s. regardless $s$ and $\lambda$. Thus, the correction "smoothly interpolates" between the vanilla weight $\omega(y)$ and its mean under $Q$, i.e., 1. $s$ and $\lambda$ govern the "intensity" of the correction in a continuous way. Differently from the truncation [23], this transformation leads to a differentiable weight. Some specific choices of $s$ and $\lambda$ are reported in Table 1 and in Figure 1 The following result provides a preliminary characterization of the correction, independent of the properties of the two distributions.
Lemma 4.1. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ be two probability distributions with $P \ll Q$, then for every $\lambda \in[0,1]$ and $y \in \mathcal{Y}$ it holds that:
(i) if $s \leqslant s^{\prime}$ then $\omega_{\lambda, s}(y) \leqslant \omega_{\lambda, s^{\prime}}(y)$;
(ii) if $s<0$ then $\omega_{\lambda, s}(y) \leqslant \lambda^{\frac{1}{s}}$, otherwise if $s>0$ then $\omega_{\lambda, s}(y) \geqslant \lambda^{\frac{1}{s}}$;
(iii) if $s<1$ then $\mathbb{E}_{y \sim Q}\left[\omega_{\lambda, s}(y)\right] \leqslant 1$, otherwise if $s>1$ then $\mathbb{E}_{y \sim Q}\left[\omega_{\lambda, s}(y)\right] \geqslant 1$.

From point (ii) we observe that the corrected weight is bounded from below when $s>0$ and bounded from above when $s<0$. It is well-known that the inconvenient behavior of IS derives from the heavytailed properties [40]. Thus, the arithmetic correction $(s=1)$ performs just a convex combination between the vanilla weight and 1, having no effect on the tail properties. Any correction with $s>1$ increases the weight value, making the tail even heavier. So, if we are looking for subgaussianity, we should restrict our attention to $s<0$, which leads to lighter tails or even bounded weights.

## 5 Subgaussian and Differentiable Importance Sampling

In this section, we focus on the harmonic correction $(s=-1)$, which leads to a weight of the form ${ }^{5}$ $\omega_{\lambda,-1}(y)=\frac{\omega(y)}{1-\lambda+\lambda \omega(y)}$. We start analyzing the bias and variance of this class of estimators. Then, we provide an exponential concentration inequality that, under certain circumstances, results to be subgaussian. Finally, we show that the resulting estimator is differentiable in the target distribution. To lighten the notation we neglect the -1 subscript, abbreviating $\widehat{\mu}_{\lambda}=\widehat{\mu}_{\lambda,-1}$.

Bias and Variance We now derive bounds for the bias and the variance induced by the $(\lambda,-1)$ corrected importance weight.

[^1]Lemma 5.1. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ be two probability distributions with $P \ll Q$. For every $\lambda \in[0,1]$, the bias and variance of the $(\lambda,-1)$-corrected importance weight can be bounded for every $\alpha \in(1,2]$ as:

$$
\left|\underset{y \sim Q}{\mathbb{E}}\left[\widehat{\mu}_{n, \lambda}\right]-\mu\right| \leqslant\|f\|_{\infty} \lambda^{\alpha-1} I_{\alpha}(P \| Q), \quad \underset{y_{i} \sim Q}{\mathbb{V} a r}\left[\hat{\mu}_{n, \lambda}\right] \leqslant \frac{\|f\|_{\infty}^{2}}{n \lambda^{2-\alpha}} I_{\alpha}(P \| Q)
$$

As expected, the bias is zero for $\lambda=0$; it increases with $\lambda$ and with the divergence term $I_{\alpha}(P \| Q)$. Indeed, we already observed that the bias is null when $P=Q$ a.s.. In particular, for $\alpha=2$, the bound becomes $\|f\|_{\infty} \lambda I_{2}(P \| Q)$. Instead, the variance bound decreases in $\lambda$ and increases with the divergence $I_{\alpha}(P \| Q)$. For $\alpha=2$, we obtain the bound $\frac{1}{n}\|f\|_{\infty}^{2} I_{2}(P \| Q)$. Note that when $P=Q$ a.s., we recover $\frac{1}{n}\|f\|_{\infty}^{2}$, which is the Popoviciu's inequality for the variance [50]. Thus, our weight correction allows controlling bias and variance even when $I_{2}(P \| Q)=\infty$, i.e., when the vanilla IS estimator might have infinite variance. Indeed, our transformed estimator has finite variance provided that there exists $\alpha \in(1,2)$ so that $I_{\alpha}(P \| Q)<\infty$. Tighter (but less intelligible) bounds on bias and variance are reported in Appendix A. 3

Concentration Inequality We are now ready to derive the core theoretical result. We prove an exponential concentration inequality for the $(\lambda,-1)$-corrected IS estimator and we show that, if $I_{2}(P \| Q)$ is finite, we are able to achieve subgaussian concentration ${ }^{6}$
Theorem 5.1. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ be two probability distributions such that $P \ll Q$. For every $\alpha \in(1,2]$ and $\delta \in(0,1)$, if we select $\lambda=\lambda_{\alpha}^{*}$ then, with probability at least $1-\delta$ it holds that:
$\widehat{\mu}_{n, \lambda_{\alpha}^{*}}-\mu \leqslant\|f\|_{\infty}(2+\sqrt{3})\left(\frac{2 I_{\alpha}(P \| Q)^{\frac{1}{\alpha-1}} \log \frac{1}{\delta}}{3(\alpha-1)^{2} n}\right)^{1-\frac{1}{\alpha}}, \quad$ with $\quad \lambda_{\alpha}^{*}=\left(\frac{2 \log \frac{1}{\delta}}{3(\alpha-1)^{2} I_{\alpha}(P \| Q) n}\right)^{\frac{1}{\alpha}}$.
We immediately notice that the dependence on the confidence level $\delta$ is the one typical of exponential concentration for every $\alpha \in(1,2]$. In particular, we observe that the bound is subgaussian when $\alpha=2$, requiring that $I_{2}(P \| Q)<\infty$. Recalling that $I_{2}(P \| Q)$ governs the variance of the estimator, this result is in line with the general theory of estimators for which the existence of the variance is an unavoidable requirement to achieve subgaussian concentration [12]. Specifically, for $\alpha=2$ the optimal value of the parameter is $\lambda_{2}^{*}=\sqrt{(2 \log (1 / \delta)) /\left(3 I_{2}(P \| Q) n\right)}$, leading to the bound:

$$
\begin{equation*}
\widehat{\mu}_{n, \lambda_{2}^{*}}-\mu \leqslant\|f\|_{\infty}(2+\sqrt{3}) \sqrt{\frac{2 I_{2}(P \| Q) \log \frac{1}{\delta}}{3 n}} . \tag{2}
\end{equation*}
$$

A tighter bound, based on a different choice of the correction parameter $\lambda_{\alpha}^{* *}$ is derived in Appendix A. 3 and it is omitted here for clarity of presentation.
Differentiability As we have already observed, our weight correction, differently from truncation, is smooth and, thus, differentiable in the target policy. We now focus on the properties of the gradient of the $(\lambda,-1)$-corrected estimator and, to this purpose, we constrain the target distribution to belong to a parametric space differentiable distributions $\mathcal{P}_{\Theta}=\left\{P_{\boldsymbol{\theta}} \in \mathscr{P}(\mathcal{Y}): \boldsymbol{\theta} \in \Theta\right\}$, where $\Theta \subseteq \mathbb{R}^{d}$. The gradient of the corrected weight $\omega_{\lambda}$ w.r.t. the target policy parameters $\boldsymbol{\theta}$ is given by:

$$
\nabla_{\boldsymbol{\theta}} \omega_{\lambda}(y)=\nabla_{\boldsymbol{\theta}} \frac{p_{\boldsymbol{\theta}}(y)}{q(y)}=\frac{(1-\lambda) \omega(y)}{(1-\lambda+\lambda \omega(y))^{2}} \nabla_{\boldsymbol{\theta}} \log p_{\boldsymbol{\theta}}(y), \quad \forall y \in \mathcal{Y} .
$$

In particular, it can be proved that $\left\|\nabla_{\boldsymbol{\theta}} \omega_{\lambda}(y)\right\|_{\infty} \leqslant \frac{1}{4 \lambda}\left\|\nabla_{\boldsymbol{\theta}} \log p_{\boldsymbol{\theta}}(y)\right\|_{\infty}$ (Proposition A. 1 of Appendix A.3). Thus, if the score $\nabla_{\boldsymbol{\theta}} \log p_{\boldsymbol{\theta}}$ is bounded, the gradient will be bounded whenever $\lambda>0$. This property is advisable for gradient optimization and it is not guaranteed, for example, for vanilla IS $(\lambda=0)$. Thus, we can also interpret $\lambda$ as a regularization parameter for the gradient magnitude.

## 6 Data-driven Tuning of $\lambda$

The computation of the parameter $\lambda_{2}^{*}$ requires the knowledge of the divergence $I_{2}(P \| Q)$. Even when $P$ and $Q$ are known, computing the $I_{2}(P \| Q)$ can be challenging, especially for continuous

[^2]distributions, since it involves the evaluation of a complex integral $]^{7}$ In principle, we could estimate the divergence $I_{2}(P \| Q)$ from samples as the empirical second moment of the vanilla importance weights $\frac{1}{n} \sum_{i \in[n]} \omega\left(y_{i}\right)^{2}$. However, although possibly well-performing in practice [40], this approach would prevent any subgaussian concentration, as the behavior of the non-corrected $\omega(y)^{2}$ will be surely heavy-tailed whenever $\omega(y)$ is. A general-purpose approach to avoid the divergence estimation is the Lepski's adaptation method [32], which only requires knowing an upper and a lower bound on $I_{2}(P \| Q)$. Unfortunately, this method is known to be computationally intensive.
In this section, we follow a different path inspired by the recent work [66]. If a choice of the parameter $\lambda$ corrects the weight $\omega_{\lambda}$ leading to an ideal estimator $\hat{\mu}_{n, \lambda}$, for the mean $\mu$, we may expect that the empirical second moment of the corrected weights $\omega_{\lambda}$ will provide a reasonable estimation of $I_{2}(P \| Q)$. Based on this observation, we propose to choose $\lambda$ by solving the following equation:
\[

$$
\begin{equation*}
\lambda^{2} \underbrace{\frac{1}{n} \sum_{i \in[n]} \omega_{\lambda n^{1 / 4}}\left(y_{i}\right)^{2}}_{\text {empirical second moment }}=\frac{2 \log \frac{1}{\delta}}{3 n} . \tag{3}
\end{equation*}
$$

\]

The intuition behind this approach can be stated as follows. If the empirical second moment is close to the divergence, i.e., $\frac{1}{n} \sum_{i \in[n]} \omega_{\lambda n^{1 / 4}}\left(y_{i}\right)^{2} \simeq I_{2}(P \| Q)$, the solution $\hat{\lambda}$ of Equation (3) approaches the optimal parameter, i.e., $\hat{\lambda} \simeq \sqrt{(2 \log (1 / \delta)) /\left(3 I_{2}(P \| Q) n\right)}=\lambda_{2}^{*}$. We formalize this reasoning in Appendix A.4 proving that Equation (3) admits a unique root $\hat{\lambda} \in[0,1]$ (Lemma A. 4 ) and that when the number of samples $n$ grows to infinity, $\hat{\lambda}$ converges indeed to $\lambda_{2}^{*}$ (Lemma A.8). The following result provides the concentration properties of the estimator $\hat{\mu}_{n, \lambda}$ when using $\hat{\lambda}$ instead of $\lambda_{2}^{*}$, under slightly more demanding requirements on the moments of the importance weights.
Theorem 6.1. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ be two probability distributions such that $P \ll Q$. Let $\hat{\lambda}$ be the solution of Equation (3), then, if $I_{3}(P \| Q)$ is finite, for sufficiently large $n$, for every $\delta \in(0,1)$, with probability at least $1-2 \delta$ it holds that:

$$
\widehat{\mu}_{n, \hat{\lambda}}-\mu \leqslant\|f\|_{\infty} \frac{5+2 \sqrt{3}}{2} \sqrt{\frac{2 I_{2}(P \| Q) \log \frac{1}{\delta}}{3 n}} .
$$

Compared to Theorem 5.1, this result is weakened in two aspects. First, the inequality holds with a smaller probability $1-2 \delta$ since two estimation processes with the same samples are needed, i.e., the computation of $\widehat{\lambda}$ and the corrected estimator $\widehat{\mu}_{n, \hat{\lambda}}$. Second, and most important, the result holds for large $n$, whose minimum value is reported in the proof and depends on $I_{3}(P \| Q)$, which must be finite. We think this is a not too strong requirement considering that even the variance of an empirical estimate of $I_{2}(P \| Q)$ would depend on the fourth moment of the importance weight, i.e., $\left.I_{4}(P \| Q)\right|^{8}$

## 7 Related Works

Importance Sampling has a long history in Monte Carlo simulation as an effective technique for variance reduction in presence of rare events and for what-if analysis [25, 55, 20, 9, 52]. Apart from sparse exceptions [e.g., 8, 18], in the machine learning community, IS is primarily employed for off-policy estimation and learning [e.g., 11, 38, 61]. In this setting, it is well-known that IS might display an inconvenient behavior, depending on the behavioral $Q$ and target $P$ distributions [65, 40]. In particular, IS tends to enlarge the range of the estimator up to $\operatorname{esssup}_{y \sim Q} p(y) / q(y)$. Although this term is finite for discrete distributions (if $P \ll Q$ ), it is likely unbounded for continuous ones [11]. Furthermore, in the latter case, the vanilla IS estimator might have infinite variance and tends to exhibit a heavy-tailed behavior [40, 41]. These properties suggest that a way of addressing this phenomenon is to resort to robust statistics, typically employed for mean estimation under heavytailed distributions [37]. Methods in this class include the trimmed mean [62, 22], the median of means [45, 24], and the Catoni's estimator [7]. For all of them, subgaussian guarantees were

[^3]| Estimator | Maximum | Variance | Bias | Correction (order $\mathcal{O}$ ) | Concentration (order $\mathcal{O}$ ) | Is subgaussian? | Is unbiased when $P=Q$ ? | $\|$Is <br> differentiable? |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { IS } \\ & 46.40 \end{aligned}$ | esssup $\frac{p}{q}$ | $\frac{I_{2}(P \\| Q)}{n}$ | 0 | - | $\sqrt{\frac{I_{2}(P \\| Q)}{\delta n}}$ | $X$ (poly) | $\checkmark$ | $\checkmark$ |
| $\begin{aligned} & \text { SN-IS } \\ & 46,29 \end{aligned}$ | 1 | $V^{\text {SN }}$ | $B^{\text {SN }}$ | - | $B^{\mathrm{SN}}+\sqrt{V^{\mathrm{ES}} \log \frac{1}{\delta}}$ | $X(\exp )$ | $\checkmark$ | $\checkmark$ |
| $\begin{aligned} & \text { IS-TR }(M) \\ & 23.47 \end{aligned}$ | M | $\frac{I_{2}(P \\| Q)}{n}$ | $\frac{I_{2}(P \\| Q)}{M}$ | $\sqrt{\frac{n I_{2}(P \\| Q)}{\log \frac{1}{\delta}}}$ | $\sqrt{\frac{I_{2}(P \\| Q) \log \frac{1}{8}}{n}}$ | $\checkmark$ | $x$ | $x$ |
| $\begin{aligned} & \text { IS-OS }(\tau) \\ & 56 \end{aligned}$ | $\frac{\sqrt{\tau}}{2}$ | $\frac{I_{2}(P \\| Q)}{n}$ | $\frac{I_{3}(P \\| Q)}{\tau}$ | $\sqrt[3]{\left(\frac{n I_{3}(P \\| Q)}{\log \frac{1}{\delta}}\right)^{2}}$ | $\max _{\beta \in\{2,3\}} \sqrt[\beta]{\frac{I_{\beta}(P \\| Q)\left(\log \frac{1}{\delta}\right)^{\beta-1}}{n^{\beta-1}}}$ | $X$ (exp) | $x$ | $\checkmark$ |
| $\begin{aligned} & \text { IS- } \lambda \\ & \text { (ours) } \end{aligned}$ | $\frac{1}{\lambda}$ | $\frac{I_{2}(P \\| Q)}{n}$ | $\lambda I_{2}(P \\| Q)$ | $\sqrt{\frac{\log \frac{1}{8}}{I_{2}(P \mid Q) n}}$ | $\sqrt{\frac{I_{2}(P \\| Q) \log \frac{1}{8}}{n}}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |

Table 2: Comparison between several IS estimators assuming $\|f\|_{\infty}=1$ and for $\alpha=2$ w.r.t. several indexes. For the SN-IS estimator $V^{\mathrm{SN}}$ is the Efron-Stein estimate of the variance and $B^{\mathrm{SN}}$ is the bias. $V^{\mathrm{SN}}$ and $B^{\mathrm{SN}}$ converge to 0 as $n \rightarrow \infty$, but no convergence rate is provided in [29].
provided [37]. These techniques have been also successfully employed for regret minimization in finite [5] and continuous arm spaces [36]. In principle, these methods could be employed as-is in combination with IS, but, being general-purpose, they might disregard the peculiarities of the setting.

Several ad-hoc methods to cope with the problematic IS behavior have been progressively developed. An example, devised by the statistical community, is self-normalization [SN-IS, 46]: $\widetilde{\omega}\left(y_{i}\right)=\omega\left(y_{i}\right) / \sum_{j \in[n]} \omega\left(y_{j}\right)$. This approach has the advantage of controlling the range of the estimator at the price of making all samples interdependent and generating a bias. Although the asymptotic consistency is guaranteed [19, 59], its finite-sample analysis is more challenging. In [40], a polynomial concentration inequality was provided and, more recently, exponential bounds based on Efron-Stein inequalities have been proposed [28, 29]. Nevertheless, the resulting inequality is not guaranteed to decrease with $\mathcal{O}(1 / \sqrt{n})$ for general distributions and it is difficult to formally relate its concentration rate to the tail properties of the involved distributions [29]. Another popular technique is the weight truncation (or clipping) [IS-TR, 23, 3]: $\omega_{M}^{\mathrm{TR}}(y)=\min \{\omega(y), M\}$, where $M>0$ is the threshold. Some works rely on empirical selections of the truncation threshold [31, 10], while others focus on more theoretically principled approaches [2, 64, 47]. In particular, in [47] a subgaussian deviation bound is derived by suitably adapting the truncation threshold as a function of the number of samples $n$ and the confidence parameter $\delta$. Another interesting approach, designed for CMABs is the switch estimator [DR-SW,64] that selects between DM and IS (or DR), based on the importance weight value, with also guarantees in MSE. Finally, a not so large part of the literature focuses on less crude transformations than truncation, called smoothing [63]. They typically take into explicit consideration the estimator tails [48], also providing asymptotic guarantees. Very recently, shrinkage transformations of the weight were proposed, based on the minimization of different bounds on the MSE, in the CMABs [56] setting. Specifically, the optimistic shrinkage [IS-OS, 56] leads to a transformation similar to ours $\omega_{\tau}^{\mathrm{OS}}(y)=\tau \omega(y) /\left(\omega(y)^{2}+\tau\right)$. Unfortunately, even when knowing $P$ and $Q$ and setting $\tau$ adaptively, IS-OS is unable to achieve subgaussian concentration and requires $I_{3}(P \| Q)$ to be finite (Appendix Effor details). Refer to Table 2 for a comparison of the estimators.

## 8 Numerical Simulations

In this section, we provide numerical simulations for off-policy evaluation (Section 8.1) and learning (Section 8.2), with the goal of showing that our estimators, while enjoying desirable theoretical properties, are competitive with traditional (e.g., vanilla IS and self-normalization) and modern baselines (e.g., truncation, optimistic shrinkage). The complete results can be found in Appendix $\mathrm{B}^{9}$

### 8.1 Off-Policy Evaluation

We present two off-policy evaluation experiments. We start with a synthetic example with Gaussian distributions and, then, we move to the CMAB setting.

[^4]| Estimator $/ n$ | 10 | 20 | 50 | 100 | 200 | 500 | 1000 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IS | $\mathbf{2 7 . 4 3} \pm \mathbf{1 3 . 3 3}$ | $\mathbf{1 5 . 7 0} \pm \mathbf{4 . 8 3}$ | $10.89 \pm 1.81$ | $9.26 \pm 0.92$ | $12.41 \pm 1.88$ | $9.42 \pm 0.68$ | $5.84 \pm 0.27$ |
| SN-IS | $\mathbf{2 3 . 8 9} \pm \mathbf{5 . 7 7}$ | $15.62 \pm 2.62$ | $10.96 \pm 1.18$ | $9.53 \pm 0.74$ | $8.82 \pm 0.62$ | $7.48 \pm 0.37$ | $5.14 \pm 0.20$ |
| IS-TR | $\mathbf{2 3 . 4 7} \pm \mathbf{7 . 5 2}$ | $\mathbf{1 4 . 0 3} \pm \mathbf{2 . 7 5}$ | $10.32 \pm 1.47$ | $8.89 \pm 0.79$ | $7.68 \pm 0.46$ | $6.21 \pm 0.28$ | $4.22 \pm 0.15$ |
| IS-OS | $\mathbf{1 9 . 2 5} \pm \mathbf{8 . 6 8}$ | $\mathbf{1 0 . 9 3} \pm \mathbf{3 . 2 9}$ | $\mathbf{8 . 3 7} \pm \mathbf{1 . 3 5}$ | $\mathbf{7 . 0 6} \pm \mathbf{0 . 6 1}$ | $\mathbf{8 . 6 9} \pm \mathbf{1 . 4 4}$ | $6.65 \pm 0.47$ | $3.97 \pm 0.16$ |
| ${\text { IS- } \lambda^{*}}^{*} *$ | $\mathbf{2 1 . 7 5} \pm \mathbf{6 . 3 6}$ | $\mathbf{1 3 . 1 7} \pm \mathbf{2 . 4 5}$ | $\mathbf{9 . 2 6} \pm \mathbf{1 . 1 9}$ | $7.76 \pm 0.62$ | $6.53 \pm 0.38$ | $5.29 \pm 0.23$ | $3.52 \pm 0.12$ |
| IS- $\lambda^{*}$ | $\mathbf{2 0 . 6 6} \pm \mathbf{4 . 0 8}$ | $\mathbf{1 2 . 6 2} \pm \mathbf{2 . 1 9}$ | $\mathbf{8 . 8 6} \pm \mathbf{1 . 0 8}$ | $\mathbf{7 . 3 9} \pm \mathbf{0 . 5 7}$ | $5.94 \pm 0.32$ | $4.74 \pm 0.20$ | $3.19 \pm 0.10$ |
| IS- $\hat{\lambda}$ | $\mathbf{1 8 . 1 9} \pm \mathbf{3 . 9 3}$ | $\mathbf{1 0 . 2 7} \pm \mathbf{1 . 6 4}$ | $\mathbf{7 . 0 3} \pm \mathbf{0 . 7 5}$ | $\mathbf{5 . 7 9} \pm \mathbf{0 . 3 8}$ | $\mathbf{3 . 8 5} \pm \mathbf{0 . 2 1}$ | $\mathbf{2 . 9 0} \pm \mathbf{0 . 1 0}$ | $\mathbf{2 . 0 6} \pm \mathbf{0 . 0 5}$ |

Table 3: Absolute error in the illustrative example varying the number of samples $n$ for the different estimators (mean $\pm$ std, 60 runs). For each column, the estimator with smallest absolute error and the ones not statistically significantly different from that one (Welch's t-test with $p<0.02$ ) are in bold.

| $s / \lambda$ | 0 | 0.1 | 0.2 | 0.5 |
| :--- | :---: | :---: | :---: | :---: |
| $-\infty$ | $3.12 \pm 0.29$ | $3.12 \pm 0.29$ | $3.12 \pm 0.29$ | $3.12 \pm 0.29$ |
| -5 | $6.73 \pm 1.21$ | $\mathbf{2 . 7 0} \pm \mathbf{0 . 3 0}$ | $2.77 \pm 0.30$ | $2.57 \pm 0.31$ |
| -2 | $6.73 \pm 1.21$ | $\mathbf{2 . 4 5} \pm \mathbf{0 . 3 4}$ | $\mathbf{2 . 4 2} \pm \mathbf{0 . 3 2}$ | $\mathbf{2 . 2 8} \pm \mathbf{0 . 3 2}$ |
| -1 | $6.73 \pm 1.21$ | $\mathbf{2 . 7 2} \pm \mathbf{0 . 4 7}$ | $\mathbf{2 . 4 7} \pm \mathbf{0 . 3 7}$ | $\mathbf{2 . 1 8} \pm \mathbf{0}, \mathbf{3 2}$ |
| -0.5 | $6.73 \pm 1.21$ | $3.44 \pm 0.64$ | $\mathbf{2 . 7 1} \pm \mathbf{0 . 4 7}$ | $\mathbf{2 . 2 0} \pm \mathbf{0 . 3 4}$ |
| 0 | $6.73 \pm 1.21$ | $4.83 \pm 0.89$ | $3.66 \pm 0.68$ | $\mathbf{2 . 3 8} \pm \mathbf{0 . 3 8}$ |
| 0.5 | $6.73 \pm 1.21$ | $5.69 \pm 1.05$ | $4.85 \pm 0.89$ | $3.03 \pm 0.52$ |

Table 4: Absolute error in the illustrative example varying the parameter $s$ of the corrected weight when $n=500$ (mean $\pm$ std, 60 runs). The estimator with smallest absolute error and the ones not statistically significantly different from that one (Welch's t-test with $p<0.02$ ) are in bold.


Figure 2: CDF of the absolute error normalized by IS error for stochastic rewards with noise 0.25 , across 110 conditions.

### 8.1.1 Synthetic Experiment

In this experiment, we compare our corrected estimators with IS baselines in a continuousdistribution off-policy estimation problem. Specifically, we consider a Gaussian behavioral policy $Q=\mathcal{N}\left(\mu_{Q}, \sigma_{Q}^{2}\right)$ and a Gaussian target policy $P=\mathcal{N}\left(\mu_{P}, \sigma_{P}^{2}\right)$. We generate $n$ i.i.d. samples from $Q$ and we estimate the expectation of function $f(y)=100 \cos (2 \pi y)$ under $P$. We select $\mu_{Q}=0$, $\mu_{P}=0.5, \sigma_{Q}^{2}=1$ and $\sigma_{P}^{2}=1.9$, leading to a divergence $I_{2}(P \| Q) \simeq 27.9$. The results with different choices of the $\sigma_{P}^{2}$ are reported in Appendix B.1.1.
Estimators Comparison In Table 3, we report the absolute error between the estimated and the true mean for the different importance sampling estimators. For our correction, we report the results obtained with optimal value of $\lambda$ according to Theorem 5.1 with $\alpha=2$ (IS- $\lambda^{*}$ ), a value of $\lambda$ that optimizes a tighter bound reported in Appendix A.3 (IS- $\lambda^{* *}$ ), and the value estimated from samples as in Section 6 (IS- $\hat{\lambda}$ ). We compare these estimators with vanilla IS (IS), self-normalized IS (SN-IS), weight truncation (IS-TR) with optimal threshold selected as in [47], and IS with optimistic shrinkage (IS-OS), where $\tau$ is computed by minimizing an MSE bound as in [56]. We notice that our estimators consistently outperform the traditional ones (IS and SN-IS) and overall suffer smaller errors than IS-TR and IS-OS. Interestingly, the minimum error is often obtained by IS- $\widehat{\lambda}$, which uses an estimated value $\hat{\lambda}$ that tends to get a higher value than both $\lambda^{*}$ and $\lambda^{* *}$. In this way, the correction is more intense, which, in this specific example, turns out to be beneficial.
Comparison of Different Values of $s$ We empirically test different values of the parameter $s$ employed in Definition 4.1 in the same setting of Table 3 with $n=500$ for the estimator IS- $\lambda$. Since for general value of $s$, we do not have a principled way to select the correction parameter $\lambda$, we consider different values of $\lambda$. The results are reported in Table 4. We can see that the best results are obtained with $s \in\{-1,-2\}$.

### 8.1.2 Contextual Bandits

In this section, we report the experiments about off-policy evaluation in CMABs.

| Estimator $/ n$ | 100 | 200 | 500 | 1000 | 2000 | 5000 | 10000 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IS | $\mathbf{1 7 . 3 8} \pm \mathbf{1 . 2 7}$ | $\mathbf{2 2 . 2 6} \pm \mathbf{2 . 0 0}$ | $15.98 \pm 0.82$ | $8.36 \pm 0.21$ | $\mathbf{4 . 6 7} \pm \mathbf{0 . 0 7}$ | $2.68 \pm 0.03$ | $2.15 \pm 0.02$ | $1.10 \pm 0.00$ |
| SN-IS | $\mathbf{2 3 . 9 5} \pm \mathbf{1 . 6 8}$ | $\mathbf{1 9 . 3 9} \pm \mathbf{1 . 3 0}$ | $17.94 \pm 0.50$ | $11.43 \pm 0.22$ | $7.10 \pm 0.13$ | $2.54 \pm 0.03$ | $\mathbf{1 . 6 1} \pm \mathbf{0 . 0 1}$ |  |
| IS-TR | $\mathbf{1 7 . 3 8} \pm \mathbf{1 . 2 7}$ | $\mathbf{1 8 . 9 2} \pm \mathbf{1 . 3 6}$ | $15.88 \pm 0.82$ | $8.36 \pm 0.21$ | $\mathbf{4 . 6 7} \pm \mathbf{0 . 0 7}$ | $2.68 \pm 0.03$ | $2.15 \pm 0.02$ | $1.10 \pm 0.00$ |
| IS-OS | $24.91 \pm 1.45$ | $31.93 \pm 1.15$ | $15.38 \pm 0.56$ | $17.25 \pm 0.45$ | $16.41 \pm 0.37$ | $30.63 \pm 0.15$ | $33.95 \pm 0.02$ | $33.61 \pm 0.01$ |
| IS- $\lambda^{*}$ | $\mathbf{1 7 . 2 2} \pm \mathbf{1 . 3 5}$ | $\mathbf{1 7 . 1 0} \pm \mathbf{1 . 0 3}$ | $11.57 \pm 0.45$ | $\mathbf{5 . 6 6} \pm \mathbf{0 . 1 7}$ | $4.86 \pm 0.06$ | $2.73 \pm 0.02$ | $2.47 \pm 0.02$ | $1.27 \pm 0.01$ |
| IS- $\lambda^{*} *$ | $\mathbf{1 7 . 2 1} \pm \mathbf{1 . 3 9}$ | $\mathbf{1 6 . 2 0} \pm \mathbf{0 . 9 3}$ | $10.93 \pm 0.37$ | $\mathbf{5 . 5 5} \pm \mathbf{0 . 1 5}$ | $5.05 \pm 0.06$ | $2.82 \pm 0.02$ | $2.68 \pm 0.02$ | $1.43 \pm 0.01$ |
| IS- $\hat{\lambda}$ | $\mathbf{1 8 . 1 6} \pm \mathbf{1 . 4 9}$ | $\mathbf{1 6 . 5 2} \pm \mathbf{0 . 8 5}$ | $11.23 \pm 0.29$ | $\mathbf{6 . 4 8} \pm \mathbf{0 . 1 5}$ | $5.85 \pm 0.07$ | $3.01 \pm 0.03$ | $2.89 \pm 0.02$ | $1.50 \pm 0.01$ |
| DM | $\mathbf{2 0 . 5 2} \pm \mathbf{1 . 1 8}$ | $25.28 \pm 0.97$ | $36.19 \pm 0.31$ | $36.04 \pm 0.08$ | $36.95 \pm 0.06$ | $41.99 \pm 0.01$ | $42.70 \pm 0.01$ | $42.71 \pm 0.00$ |
| DR | $\mathbf{2 3 . 0 0} \pm \mathbf{1 . 8 8}$ | $\mathbf{2 5 . 7 9} \pm \mathbf{2 . 3 8}$ | $20.02 \pm 0.92$ | $8.30 \pm 0.17$ | $\mathbf{4 . 3 7} \pm \mathbf{0 . 0 8}$ | $2.16 \pm 0.02$ | $\mathbf{1 . 3 8} \pm \mathbf{0 . 0 1}$ | $\mathbf{0 . 6 4} \pm \mathbf{0 . 0 0}$ |
| SN-DR | $\mathbf{2 0 . 8 9} \pm \mathbf{1 . 4 5}$ | $\mathbf{2 3 . 3 8} \pm \mathbf{1 . 9 1}$ | $20.79 \pm 0.74$ | $10.99 \pm 0.17$ | $6.48 \pm 0.11$ | $2.54 \pm 0.02$ | $\mathbf{1 . 5 2} \pm \mathbf{0 . 0 1}$ | $0.99 \pm 0.00$ |
| DR-TR | $\mathbf{1 8 . 4 8} \pm \mathbf{1 . 1 3}$ | $\mathbf{1 5 . 9 6} \pm \mathbf{0 . 7 2}$ | $18.58 \pm 0.23$ | $15.52 \pm 0.09$ | $15.45 \pm 0.07$ | $20.33 \pm 0.01$ | $21.05 \pm 0.01$ | $20.78 \pm 0.00$ |
| DR-OS | $\mathbf{1 8 . 4 7} \pm \mathbf{1 . 1 7}$ | $\mathbf{1 8 . 8 4} \pm \mathbf{0 . 6 0}$ | $17.10 \pm 0.39$ | $12.19 \pm 0.22$ | $8.86 \pm 0.11$ | $17.52 \pm 0.06$ | $18.40 \pm 0.02$ | $19.04 \pm 0.02$ |
| DR-SW | $\mathbf{2 2 . 8 3} \pm \mathbf{1 . 2 5}$ | $\mathbf{1 6 . 8 1} \pm \mathbf{1 . 1 4}$ | $\mathbf{4 . 5 9} \pm \mathbf{0 . 1 8}$ | $\mathbf{4 . 7 0} \pm \mathbf{0 . 0 9}$ | $4.86 \pm 0.06$ | $\mathbf{0 . 7 7} \pm \mathbf{0 . 0 1}$ | $\mathbf{1 . 3 8} \pm \mathbf{0 . 0 1}$ | $\mathbf{0 . 7 8} \pm \mathbf{0 . 0 0}$ |
| DR- $\lambda^{*}$ | $\mathbf{2 0 . 0 3} \pm \mathbf{1 . 2 5}$ | $\mathbf{1 8 . 7 0} \pm \mathbf{1 . 3 3}$ | $13.04 \pm 0.61$ | $\mathbf{6 . 2 2} \pm \mathbf{0 . 1 3}$ | $\mathbf{3 . 8 2} \pm \mathbf{0 . 0 7}$ | $1.79 \pm 0.02$ | $\mathbf{1 . 3 7} \pm \mathbf{0 . 0 1}$ | $\mathbf{0 . 6 1} \pm \mathbf{0 . 0 0}$ |
| DR- $\lambda^{* *}$ | $\mathbf{1 9 . 4 0} \pm \mathbf{1 . 2 2}$ | $\mathbf{1 7 . 2 9} \pm \mathbf{1 . 1 7}$ | $11.39 \pm 0.53$ | $\mathbf{5 . 6 0} \pm \mathbf{0 . 1 2}$ | $\mathbf{3 . 6 5} \pm \mathbf{0 . 0 6}$ | $1.67 \pm 0.02$ | $\mathbf{1 . 3 8} \pm \mathbf{0 . 0 1}$ | $\mathbf{0 . 6 3} \pm \mathbf{0 . 0 0}$ |
| DR- $\hat{\lambda}$ | $\mathbf{1 8 . 5 3} \pm \mathbf{1 . 2 1}$ | $\mathbf{1 4 . 9 2} \pm \mathbf{0 . 9 8}$ | $9.18 \pm 0.44$ | $\mathbf{4 . 9 1} \pm \mathbf{0 . 1 0}$ | $\mathbf{3 . 3 9} \pm \mathbf{0 . 0 6}$ | $1.61 \pm 0.02$ | $\mathbf{1 . 4 0} \pm \mathbf{0 . 0 1}$ | $\mathbf{0 . 6 5} \pm \mathbf{0 . 0 0}$ |

Table 5: Absolute error (multiplied by 100) in the letter dataset varying the number of samples $n$ for the different estimators, when $\alpha_{b}=0.5$ and $\alpha_{e}=0.9$ (mean $\pm$ std, 10 runs). For each column, the estimator with smallest absolute error and the ones not statistically significantly different from that one (Welch's t-test with $p<0.05$ ) are in bold.


Figure 4: Evaluation reward for the letter dataset comparing the learning curve of different estimators (mean $\pm$ std, 10 runs).

Setting We follow the well-established setting of [14, 64, 57, 56]. We consider 11 UCI [13] multiclass classification datasets (see Table 9 in Appendix B.1.2. Each dataset $\mathcal{D}^{*}=\left\{\left(x_{i}, a_{i}^{*}\right)\right\}_{i \in[n *]}$ is mapped to a CMAB problem with action set $\mathcal{A}=[K]$. Every sample $\left(x_{i}, a\right)$ leads to a reward given by $\mathbb{1}\left\{a=a_{i}^{*}\right\}$. To model noise, the reward is switched with probability $\nu \in[0,1]$. Each dataset is split into a training set $\mathcal{D}_{\text {train }}$ and an evaluation $\mathcal{D}_{\text {eval }}$ with proportions $30 \%$ and $70 \%$. A multi-class classifier C is trained on $\mathcal{D}_{\text {train }}$. The behavioral policy is obtained as: $\pi_{b}(a \mid x)=\alpha_{b}+\frac{1-\alpha_{b}}{K}$ if $a=\mathrm{C}(x)$ and $\pi_{b}(a \mid x)=\frac{1-\alpha_{b}}{K}$ otherwise, where $\alpha_{b} \in[0,1]$. The target policy $\pi_{e}$ is obtained as the behavioral one by training another classifier on $\mathcal{D}_{\text {train }}$ and using $\alpha_{e} \in[0,1]$. We employ $\pi_{b}$ to generate a dataset $\mathcal{D}=\left\{\left(x_{i}, a_{i}, r_{i}\right)\right\}_{i \in[n]}$ sampling $x_{i}$ from $\mathcal{D}_{\text {eval }}$ where $a_{i} \sim \pi_{b}\left(\cdot \mid x_{i}\right)$ and $r_{i}$ is computed as described before. The ground truth value function is computed as $v\left(\pi_{e}\right)=\frac{1}{n} \sum_{x \in \mathcal{D}_{\text {eval }}} \sum_{a \in \mathcal{A}} \pi_{e}(a \mid x) r(x, a)$. For DM and DR, we employ a regressor to learn the reward with a cross-fitting procedure on the full $\mathcal{D}$.

Estimators Comparison We consider several settings that vary the values of $\alpha_{b}$ and $\alpha_{e}$ across all the 11 datasets, generating 110 combinations and a reward noise of $\nu=0.25$. Details and results for the noiseless case are reported in Appendix B.1.2. To summarize the results, following the approach of [64], we plot in Figure 2 the cumulative distribution function (CDF) of the absolute error normalized by the error of IS. A lower error corresponds to a CDF curve towards the upperleft corner. We distinguish between the approaches that do not make use of the reward estimate $\hat{r}$ (model-free, left) and the ones that do (model-based, right). As for the model-free ones, we note that the performance of our estimator IS- $\lambda^{*}$ is very close to that of SN-IS. This is likely because we are dealing with discrete distributions (actions are finite), which implicitly mitigate the degeneracy of the importance weight. Differently, the advantage w.r.t. the optimistic shrinkage (IS-OS) is quite significant. Instead, for the model-based estimators, we observe that our weight correction combined with the DR estimator (DR- $\lambda^{*}$ and DR- $-\hat{\lambda}$ ) outperforms the standard DR and its combinations with SN (SN-DR), truncation (DR-TR), and optimistic shrinkage (DR-OS). Instead, the switch estimator (DR-SW) displays a performance comparable to ours.

| Estimator $/ \xi$ | 10 | 20 | 50 | 100 | 200 | 500 | 1000 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IS | 0.6742 | 0.5414 | 0.1754 | 0.0326 | 0.0326 | 0.0198 | 0.0014 |
| IS- $\lambda^{*}$ | 0.686 | 0.5416 | 0.176 | 0.0228 | 0.056 | 0 | 0 |
| DR | 0.6522 | 0.4094 | 0.117 | 0.0484 | 0.0378 | 0.0218 | 0.0022 |
| DR- $\lambda^{*}$ | 0.65 | 0.4046 | 0.1088 | 0.03262 | 0.009 | 0 | 0 |

Table 6: Complementary cumulative distribution of the absolute error (multiplied by 100$) \mathbb{P}(E>\xi)$ in the glass dataset varying the number of samples $n$ for the different estimators, when $\alpha_{b}=0.9$ and $\alpha_{e}=0.9999$ (5000 runs).

For the specific case of the letter dataset, we report in Table 5 the results obtained by setting $\alpha_{b}=0.5$ and $\alpha_{e}=0.9$ for different number of samples $n$. We notice essentially two behaviors. When the number of samples is very low (e.g., 100, 200) all estimators perform similarly, with poor performance. As $n$ increases, the benefits of the DR-like estimators becomes more visible. In particular, the DR-SW and our corrected estimators (DR- $\lambda^{*}$, DR- $\lambda^{* *}$, and DR- $\hat{\lambda}$ ) overall dominate the other baselines.
Tail Behavior Experiment We run 5000 estimation processes using the glass dataset, $n=30$, $\alpha_{e}=0.9999$, and $\alpha_{b}=0.9$. To compare the tail behavior between vanilla weights and our correction (for both model-free and model-based estimators), we consider the absolute error random (multiplied by 100) variable $E$ (as in Table [5) and we estimate the complementary cumulative distribution $\mathbb{P}(E>\xi)$. Thus, for large values of $\xi$, the larger $\mathbb{P}(E>\xi)$, the heavier the tail, since a larger amount of probability mass accumulates on the right of $\xi$. Table 6reports the results for both model-based and model-free estimators. We observe that our corrected estimators consistently display a significantly lighter tail compared to the vanilla ones.

### 8.2 Off-Policy Learning

Finally, we provide an experiment in which we employ the off-policy methods to improve a baseline policy in the CMAB framework. We refer to the same setting of Section 8.1 with a uniform behavioral policy $\left(\alpha_{b}=0\right)$. For the target policy, we consider a Boltzmann policy in some featurization of the context $\pi_{\boldsymbol{\theta}}(a \mid x) \propto \exp \left(\boldsymbol{\theta}_{a}^{T} \boldsymbol{\phi}(x)\right)$. We optimize the estimated value function in the parameters $\boldsymbol{\theta}$ via gradient ascent. Further details and experiments with regularized objectives are reported in Appendix B.2. We perform Off-PL on four datasets and the results for the model-free estimators are reported in Figure 3 We observe that our weight corrections (DR- $\lambda^{*}$ and DR- $\hat{\lambda}$ ) outperform the considered baselines (IS, SN-IS, and IS-OS) on ecoli and letter datasets, whereas SN-IS emerges in the glass and kropt datasets. For the letter dataset, we report in Figure 4 the learning curve, distinguishing between model-free (left) and model-based (right) estimators ${ }^{T 0}$ For the model-free ones, we observe the dominance of our estimators over SN estimator (SN-IS), while the optimistic shrinkage estimator (IS-OS) behaving similarly to ours. Interestingly, for the model-based estimators, plain DR beats the other estimators, including self-normalization that performs almost identically with our DR- $\lambda^{*}$, and IS-OS that fails completely to learn the task.

## 9 Discussion and Conclusions

In this paper, we have deepened the study of the importance sampling technique for off-policy evaluation and learning. We derived an anticoncentration bound for the vanilla IS estimator, proving polynomial concentration is tight for this setting. Then, we introduced and analyzed a class of importance weight corrections based on the intuition of smoothly shrinking the weight towards one. Assuming that the second moment of the importance weight exists, we have introduced the first transformation that achieves subgaussian concentration and maintains the differentiability of the estimator in the target policy parameters. The experimental evaluation has shown that our theoretically-grounded transformation is competitive with the traditional and modern IS baselines (including self-normalization, truncation, and optimistic shrinkage) in the CMAB framework for both evaluation and learning. The advantages of our correction are more visible in the case of continuous distributions, where the degeneracy of importance sampling is amplified. Future works include the extension of these corrections to the more challenging RL setting with continuous actions.

[^5]
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## A Proofs and Derivations

In this section, we report the proofs of the results that are reported in the main paper.

## A. 1 Proofs of Section 3

Theorem A.1. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ be two probability distributions such that $P \ll Q$. For every $\alpha \in(1,2]$ and $\delta \in(0,1)$, with probability at least $1-\delta$ it holds that:

$$
\left|\widehat{\mu}_{n}-\mu\right| \leqslant\|f\|_{\infty}\left(\frac{2^{2-\alpha} I_{\alpha}(P \| Q)}{\delta n^{\alpha-1}}\right)^{\frac{1}{\alpha}}
$$

Proof. We first derive the following inequality concerning the $\alpha$-absolute central moment of the estimator $\widehat{\mu}_{n}$ :

$$
\begin{align*}
\underset{y_{i} \sim Q}{\mathbb{E}}\left[\left|\widehat{\mu}_{n}-\mu\right|^{\alpha}\right] & \leqslant \underset{y_{i} \sim Q}{\mathbb{E}}\left[\left|\widehat{\mu}_{n}\right|^{\alpha}\right]  \tag{P.1}\\
& =\frac{1}{n^{\alpha}} \underset{y_{i} \sim Q}{\mathbb{E}}\left[\left|\sum_{i \in[n]} \omega\left(y_{i}\right) f\left(y_{i}\right)\right|^{\alpha}\right] \\
& \leqslant \frac{1}{n^{\alpha-1}} 2^{2-\alpha} \underset{y \sim Q}{\mathbb{E}}\left[|\omega(y) f(y)|^{\alpha}\right]  \tag{P.2}\\
& \leqslant \frac{1}{n^{\alpha-1}} 2^{2-\alpha}\|f\|_{\infty} I_{\alpha}(P \| Q), \tag{P.3}
\end{align*}
$$

where line ( $\overline{\mathrm{P} .1}$ ) derives from observing that $\mu$ is the expected value of $\hat{\mu}_{n}$, line ( $\overline{\mathrm{P} .2)}$ follows from Equation (1.11) of [49] using as constant $W_{\alpha}=2^{2-\alpha}$ of Proposition 1.8 of [49], and line (P.3] derives from the definition of $I_{\alpha}$. Now we can derive the concentration inequality:

$$
\begin{align*}
\underset{y_{i} \sim Q}{\mathbb{P}}\left(\left|\widehat{\mu}_{n}-\mu\right| \geqslant \epsilon\right)= & \underset{y_{i} \sim Q}{\mathbb{P}}\left(\left|\widehat{\mu}_{n}-\mu\right|^{\alpha} \geqslant \epsilon^{\alpha}\right) \\
& \leqslant \frac{\mathbb{E}_{y_{i} \sim Q}\left[\left|\widehat{\mu}_{n}-\mu\right|^{\alpha}\right]}{\epsilon^{\alpha}}  \tag{P.4}\\
& \leqslant \frac{1}{n^{\alpha-1} \epsilon^{\alpha}} 2^{2-\alpha}\|f\|_{\infty} I_{\alpha}(P \| Q)
\end{align*}
$$

where line (P.4) derives from Markov's inequality. By setting the right hand side of the last equation equal to $\delta$, we get the result.
Theorem 3.1. There exist two distributions $P, Q \in \mathscr{P}(\mathcal{Y})$ with $P \ll Q$ and a bounded measurable function $f: \mathcal{Y} \rightarrow \mathbb{R}$ such that for every $\alpha \in(1,2]$ and $\delta \in\left(0, e^{-1}\right)$ if $n \geqslant \delta e \max \left\{1,\left(I_{\alpha}(P \| Q)-1\right)^{\frac{1}{\alpha-1}}\right\}$, with probability at least $\delta$ it holds that:

$$
\left|\widehat{\mu}_{n}-\mu\right| \geqslant\|f\|_{\infty}\left(\frac{I_{\alpha}(P \| Q)-1}{\delta n^{\alpha-1}}\right)^{\frac{1}{\alpha}}\left(1-\frac{e \delta}{n}\right)^{\frac{n-1}{\alpha}}
$$

Proof. The proof is inspired to that of Proposition 6.2 of [7]. We construct a function $f$ and two probability measures $P$ and $Q$ that fulfill the inequality. Let $a>0$, we consider $\mathcal{Y}=\{-a, 0, a\}$ and $f(y)=y$. First of all, we observe that $a=\|f\|_{\infty}$. We now define the probability distributions as follows, for $p, q \in[0,1]$ :

$$
\begin{aligned}
& P(\{-a\})=P(\{a\})=\frac{p}{2} \text { and } P(\{0\})=1-p, \\
& Q(\{-a\})=Q(\{a\})=\frac{q}{2} \text { and } Q(\{0\})=1-q .
\end{aligned}
$$

We immediately observe that $\mathbb{E}_{y \sim P}[f(y)]=\mathbb{E}_{y \sim Q}[f(y)]=0$. We select the values $p$ and $q$ as follows, for any $\alpha \in(1,2]$ :

$$
\begin{aligned}
& q=\left(\frac{a}{n \epsilon}\right)^{\alpha} \xi, \\
& p=\left(\frac{a}{n \epsilon}\right)^{\alpha-1} \xi,
\end{aligned}
$$

where $\xi>0$ will be specified later. First of all, we note that to make these probability valid, we need to enforce:

$$
\begin{equation*}
p \leqslant 1 \Longrightarrow n \geqslant \frac{a}{\epsilon} \xi^{\frac{1}{\alpha}}, \tag{P.5}
\end{equation*}
$$

$$
\begin{equation*}
q \leqslant 1 \Longrightarrow n \geqslant \frac{a}{\epsilon} \xi^{\frac{1}{\alpha-1}} . \tag{P.6}
\end{equation*}
$$

This choice of $p$ and $q$ ensures that $a \frac{p}{q}=n \epsilon$. Let us now compute the divergence:

$$
\begin{aligned}
I_{\alpha}(P \| Q) & =2\left(\frac{p}{2}\right)^{\alpha}\left(\frac{q}{2}\right)^{1-\alpha}+(1-p)^{\alpha}(1-q)^{1-\alpha} \\
& =p^{\alpha} q^{1-\alpha}+(1-p)^{\alpha}(1-q)^{1-\alpha} \\
& =\xi+\left(1-\xi\left(\frac{a}{n \epsilon}\right)^{\alpha-1}\right)^{\alpha}\left(1-\xi\left(\frac{a}{n \epsilon}\right)^{\alpha}\right)^{1-\alpha} \leqslant \xi+1,
\end{aligned}
$$

where the last inequality is obtained by upper bounding the second addendum under the assumption that $n \geqslant \frac{a}{\epsilon} \xi^{\frac{1}{\alpha-1}}:$
$\left(1-\xi\left(\frac{a}{n \epsilon}\right)^{\alpha-1}\right)^{\alpha}\left(1-\xi\left(\frac{a}{n \epsilon}\right)^{\alpha}\right)^{1-\alpha} \leqslant\left(1-\xi\left(\frac{a}{n \epsilon}\right)^{\alpha-1}\right)^{\alpha}\left(1-\xi\left(\frac{a}{n \epsilon}\right)^{\alpha-1}\right)^{1-\alpha}=1-\xi\left(\frac{a}{n \epsilon}\right)^{\alpha-1} \leqslant 1$.
Thus, we select $\xi=I_{\alpha}(P \| Q)-1$. Let us now consider the vanilla IS estimator $\widehat{\mu}_{n}$, whose expectation is $\mu=0$, and the following derivation:

$$
\begin{align*}
\underset{y_{i} \sim Q}{\mathbb{P}}\left(\left|\widehat{\mu}_{n}-\mu\right|>\epsilon\right) & =\underset{y_{i} \sim Q}{\mathbb{P}}\left(\left\{\hat{\mu}_{n}-\mu<-\epsilon\right\} \cup\left\{\hat{\mu}_{n}-\mu>\epsilon\right\}\right) \\
& =\underset{y_{i} \sim Q}{\mathbb{P}}\left(\widehat{\mu}_{n}-\mu<-\epsilon\right)+\underset{y_{i} \sim Q}{\mathbb{P}}\left(\widehat{\mu}_{n}-\mu>\epsilon\right)  \tag{P.7}\\
& =2 \underset{y_{i} \sim Q}{\mathbb{P}}\left(\hat{\mu}_{n}-\mu>\epsilon\right), \tag{P.8}
\end{align*}
$$

where line (P.7) is obtained by observing that the two events are disjoint and line (P.8 comes from the symmetry of the events. We now lower bound the probability:

$$
\begin{aligned}
\underset{y_{i} \sim Q}{\mathbb{P}}\left(\widehat{\mu}_{n}-\mu>\epsilon\right) & \geqslant \underset{y_{i} \sim Q}{\mathbb{P}}(\text { among the } n \text { samples, one is } a \text { and the remaining are } 0) \\
& =n \frac{q}{2}(1-q)^{n-1} \\
& =\frac{1}{2}\left(\frac{a}{\epsilon}\right)^{\alpha} n^{1-\alpha} \xi\left(1-\left(\frac{a}{n \epsilon}\right)^{\alpha} \xi\right)^{n-1} .
\end{aligned}
$$

Now, we derive a value of $\epsilon>0$ such that the inequality holds with probability at least $\delta$. We enforce the condition:

$$
\begin{equation*}
\frac{1}{2}\left(\frac{a}{\epsilon}\right)^{\alpha} n^{1-\alpha} \xi\left(1-\left(\frac{a}{n \epsilon}\right)^{\alpha} \xi\right)^{n-1} \leqslant \delta \quad \Longrightarrow \quad \epsilon \geqslant a\left(\frac{\xi}{\delta n^{\alpha-1}}\right)^{\frac{1}{\alpha}}\left(1-\left(\frac{a}{n \epsilon}\right)^{\alpha} \xi\right)^{\frac{n-1}{\alpha}} \tag{P.9}
\end{equation*}
$$

We claim that, for $\delta \in\left(0, e^{-1}\right)$, any value of $\epsilon$ fulfilling condition must be $\epsilon \leqslant \epsilon^{\star}$ :

$$
\epsilon^{\star}=a\left(\frac{\xi}{\delta n^{\alpha-1}}\right)^{\frac{1}{\alpha}}\left(1-\frac{e \delta}{n}\right)^{\frac{n-1}{\alpha}}
$$

Indeed, we have:

$$
\begin{aligned}
a\left(\frac{\xi}{\delta n^{\alpha-1}}\right)^{\frac{1}{\alpha}}\left(1-\left(\frac{a}{n \epsilon^{\star}}\right)^{\alpha} \xi\right)^{\frac{n-1}{\alpha}} & =a\left(\frac{\xi}{\delta n^{\alpha-1}}\right)^{\frac{1}{\alpha}}\left(1-\left(\frac{a}{n}\right)^{\alpha}\left(a\left(\frac{\xi}{\delta n^{\alpha-1}}\right)^{\frac{1}{\alpha}}\left(1-\frac{e \delta}{n}\right)^{\frac{n-1}{\alpha}}\right)^{-\alpha} \xi\right)^{\frac{n-1}{\alpha}} \\
& =a\left(\frac{\xi}{\delta n^{\alpha-1}}\right)^{\frac{1}{\alpha}}\left(1-\frac{\delta}{n}\left(1-\frac{e \delta}{n}\right)^{-(n-1)}\right)^{\frac{n-1}{\alpha}} \\
& \geqslant a\left(\frac{\xi}{\delta n^{\alpha-1}}\right)^{\frac{1}{\alpha}}\left(1-\frac{\delta e}{n}\right)^{\frac{n-1}{\alpha}}=\epsilon^{\star}
\end{aligned}
$$

where the last inequality derives from observing that $\left(1-\frac{e \delta}{n}\right)^{-(n-1)} \leqslant e$ if $\delta \in\left(0, e^{-1}\right)$. Finally, we rephrase conditions (P.5) and (P.6):

$$
\begin{aligned}
& n \geqslant \frac{a}{\epsilon^{\star}} \xi^{\frac{1}{\alpha}} \Longrightarrow n \geqslant n^{1-\frac{1}{\alpha}} \delta^{\frac{1}{\alpha}}\left(1-\frac{e \delta}{n}\right)^{-\frac{n-1}{\alpha}} \Longrightarrow n \geqslant \delta e \\
& n \geqslant \frac{a}{\epsilon^{\star}} \xi^{\frac{1}{\alpha-1}} \Longrightarrow n \geqslant n^{1-\frac{1}{\alpha}} \delta^{\frac{1}{\alpha}} \xi^{\frac{1}{\alpha(\alpha-1)}}\left(1-\frac{e \delta}{n}\right)^{-\frac{n-1}{\alpha}} \Longrightarrow n \geqslant \delta e \xi^{\frac{1}{\alpha-1}}
\end{aligned}
$$

having observed, again, that $\left(1-\frac{e \delta}{n}\right)^{-\frac{n-1}{\alpha}} \leqslant e^{\frac{1}{\alpha}}$. Thus, we enforce the condition $n \geqslant \delta e \max \left\{1, \xi^{\frac{1}{\alpha-1}}\right\}$.

Corollary A.1. There exist two distributions $P, Q \in \mathscr{P}(\mathcal{Y})$ with $P \ll Q$ and a bounded measurable function $f: \mathcal{Y} \rightarrow \mathbb{R}$ such that for every $\alpha \in(1,2]$ it holds that:

$$
\underset{y_{i} \sim Q}{\mathbb{E}}\left[\left|\hat{\mu}_{n}-\mu\right|^{\alpha}\right] \geqslant\|f\|_{\infty}^{\alpha} \frac{I_{\alpha}(P \| Q)-1}{n^{\alpha-1}} .
$$

Proof. Let us denote the bad event:

$$
\mathcal{E}=\left\{\left|\widehat{\mu}_{n}-\mu\right| \geqslant\|f\|_{\infty}\left(\frac{I_{\alpha}(P \| Q)-1}{\delta n^{\alpha-1}}\right)^{\frac{1}{\alpha}}\left(1-\frac{e \delta}{n}\right)^{\frac{n-1}{\alpha}}\right\}
$$

From Theorem 3.1 we know that $\mathbb{P}_{y_{i} \sim Q}(\mathcal{E}) \geqslant \delta$. Let us consider the expected absolute error with exponent $\alpha \in(1,2]$ and apply the law of total expectation:

$$
\begin{aligned}
\underset{y_{i} \sim Q}{\mathbb{E}}\left[\left|\widehat{\mu}_{n}-\mu\right|^{\alpha}\right] & =\underset{y_{i} \sim Q}{\mathbb{E}}\left[\left(\widehat{\mu}_{n}-\mu\right)^{\alpha} \mid \mathcal{E}\right] \underset{y_{i} \sim Q}{\mathbb{P}}(\mathcal{E})+\underset{y_{i} \sim Q}{\mathbb{E}}\left[\left(\widehat{\mu}_{n}-\mu\right)^{\alpha} \mid \mathcal{E}^{c}\right]{ }_{y_{i} \sim Q}^{\mathbb{P}}\left(\mathcal{E}^{c}\right) \\
& \geqslant\|f\|_{\infty}^{\alpha} \frac{I_{\alpha}(P \| Q)-1}{\delta n^{\alpha-1}}\left(1-\frac{e \delta}{n}\right)^{n-1} \delta+0 .
\end{aligned}
$$

The result is obtained by setting $\delta \rightarrow 0$.

## A. 2 Proofs of Section 4

Lemma 4.1. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ be two probability distributions with $P \ll Q$, then for every $\lambda \in[0,1]$ and $y \in \mathcal{Y}$ it holds that:
(i) if $s \leqslant s^{\prime}$ then $\omega_{\lambda, s}(y) \leqslant \omega_{\lambda, s^{\prime}}(y)$;
(ii) if $s<0$ then $\omega_{\lambda, s}(y) \leqslant \lambda^{\frac{1}{s}}$, otherwise if $s>0$ then $\omega_{\lambda, s}(y) \geqslant \lambda^{\frac{1}{s}}$;
(iii) if $s<1$ then $\mathbb{E}_{y \sim Q}\left[\omega_{\lambda, s}(y)\right] \leqslant 1$, otherwise if $s>1$ then $\mathbb{E}_{y \sim Q}\left[\omega_{\lambda, s}(y)\right] \geqslant 1$.

Proof. Recall that $\omega_{s, \lambda}(y)$ is the power mean of exponent $s$ between $\omega(y)$ and 1 and weights $(1-\lambda, \lambda)$. Consequently, (i) follows from the generalized mean inequality [6]. Let us move to (ii), if $s<0$, we have:

$$
\omega_{\lambda, s}(y)=\left((1-\lambda) \omega(y)^{s}+\lambda\right)^{\frac{1}{s}}=\frac{1}{\left(\frac{1-\lambda}{\omega(y)^{-s}}+\lambda\right)^{\frac{1}{-s}}} \leqslant \lambda^{\frac{1}{s}}
$$

Instead for $s>0$, we have:

$$
\omega_{\lambda, s}(y)=\left((1-\lambda) \omega(y)^{s}+\lambda\right)^{\frac{1}{s}} \geqslant \lambda^{\frac{1}{s}} .
$$

Concerning (iii), let us first observe that for every $\lambda \in[0,1]$ and $s=1$, it holds that $\mathbb{E}_{y \sim Q}\left[\omega_{\lambda, 1}(y)\right]=1$. Following from (i). and from the monotonicity of the expectation, we have that for $s<1$ :

$$
\omega_{\lambda, s}(y) \leqslant \omega_{\lambda, 1}(y) \quad \Longrightarrow \quad \underset{y \sim Q}{\mathbb{E}}\left[\omega_{\lambda, s}(y)\right] \leqslant \underset{y \sim Q}{\mathbb{E}}\left[\omega_{\lambda, 1}(y)\right]=1 .
$$

Symmetrically, for $s>1$ we have:

$$
\omega_{\lambda, s}(y) \geqslant \omega_{\lambda, 1}(y) \quad \Longrightarrow \quad \underset{y \sim Q}{\mathbb{E}}\left[\omega_{\lambda, s}(y)\right] \geqslant \underset{y \sim Q}{\mathbb{E}}\left[\omega_{\lambda, 1}(y)\right]=1 .
$$

## A. 3 Proofs of Section 5

Before going to the proofs, we introduce the following integral:

$$
J_{\alpha}(P \| Q)=\int_{\mathcal{Y}} q(y)\left|\frac{p(y)}{q(y)}-1\right|^{\alpha} \mathrm{d} y
$$

For $\alpha=1, J_{1}(P \| Q)$ reduces to the total variation divergence. For general values of $\alpha, J_{\alpha}(P \| Q)$ represents the $\chi^{\alpha}$-divergence [35, 54]. $J_{\alpha}(P \| Q)$ can be also seen as the $\alpha$-absolute central moment of the importance weight $\omega(y)=p(y) / q(y)$. Consequently, we immediacy conclude that $J_{\alpha}(P \| Q) \leqslant$ $I_{\alpha}(P \| Q)$. In particular, for $\alpha=2$, we have $J_{2}(P \| Q)=I_{2}(P \| Q)-1$.
Lemma A.1. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ two probability distributions with $P \ll Q$. For every $\lambda \in[0,1]$, the $(\lambda,-1)$-corrected importance weight induces a bias that can be bounded for every $\alpha \in(1,2]$ as:

$$
\left|\underset{y_{i} \sim Q}{\mathbb{E}}\left[\widehat{\mu}_{n, \lambda}\right]-\mu\right| \leqslant\|f\|_{\infty} \lambda^{\alpha-1} J_{\alpha}(P \| Q)^{\frac{1}{\alpha}}\left[(1-\lambda) I_{\alpha}(P \| Q)+\lambda\right]^{1-\frac{1}{\alpha}}
$$

Proof. Let us consider the following derivation:

$$
\left|\underset{y_{i} \sim Q}{\mathbb{E}}\left[\hat{\mu}_{n, \lambda}\right]-\mu\right|=\left|\underset{y_{i} \sim Q}{\mathbb{E}}\left[\hat{\mu}_{n, \lambda}-\widehat{\mu}_{n}\right]\right| \leqslant=\underset{y_{i} \sim Q}{\mathbb{E}}\left[\left|\widehat{\mu}_{n, \lambda}-\widehat{\mu}_{n}\right|\right] \leqslant\|f\|_{\infty} \underset{y \sim Q}{\mathbb{E}}\left[\left|\omega_{\lambda}(y)-\omega(y)\right|\right] .
$$

Thus, we have for $\alpha \in(1,2]$ :

$$
\begin{aligned}
\underset{y \sim Q}{\mathbb{E}}\left[\left|\omega_{\lambda}(y)-\omega(y)\right|\right] & =\underset{y \sim Q}{\mathbb{E}}\left[\left|\frac{\omega(y)}{1-\lambda+\lambda \omega(y)}-\omega(y)\right|\right] \\
& =\lambda \underset{y \sim Q}{\mathbb{E}}\left[\frac{|\omega(y)-1|}{\frac{1-\lambda}{\omega(y)}+\lambda}\right] \\
& =\lambda \underset{y \sim Q}{\mathbb{E}}\left[|\omega(y)-1|\left(\frac{1}{\frac{1-\lambda}{\omega(y)}+\lambda}\right)^{\alpha-1}\left(\frac{1}{\frac{1-\lambda}{\omega(y)}+\lambda}\right)^{2-\alpha}\right] \\
& \leqslant \lambda \sup _{v \geqslant 0}\left(\frac{1}{\frac{1-\lambda}{v}+\lambda}\right)^{2-\alpha} \underset{y \sim Q}{\mathbb{E}}\left[|\omega(y)-1|\left(\frac{1}{\frac{1-\lambda}{\omega(y)}+\lambda}\right)^{\alpha-1}\right] .
\end{aligned}
$$

Concerning the first term, we observe that the function $\frac{1}{\frac{1-\lambda}{v}+\lambda}$ is monotonically increasing in $v$ and, consequently:

$$
\sup _{v \geqslant 0}\left(\frac{1}{\frac{1-\lambda}{v}+\lambda}\right)^{2-\alpha}=\lim _{v \rightarrow \infty}\left(\frac{1}{\frac{1-\lambda}{v}+\lambda}\right)^{2-\alpha}=\frac{1}{\lambda^{2-\alpha}}
$$

Concerning the second term, we proceed as follows:

$$
\begin{align*}
\underset{y \sim Q}{\mathbb{E}}\left[|\omega(y)-1|\left(\frac{1}{\frac{1-\lambda}{\omega(y)}+\lambda}\right)^{\alpha-1}\right] & \leqslant \underset{y \sim Q}{\mathbb{E}}\left[|\omega(y)-1|^{\alpha}\right]^{\frac{1}{\alpha}} \underset{y \sim Q}{\mathbb{E}}\left[\left(\frac{1}{\frac{1-\lambda}{\omega(y)}+\lambda}\right)^{\alpha}\right]^{1-\frac{1}{\alpha}}  \tag{P.10}\\
& \leqslant \underset{y \sim Q}{\mathbb{E}}\left[|\omega(y)-1|^{\alpha}\right]^{\frac{1}{\alpha}} \underset{y \sim Q}{\mathbb{E}}\left[((1-\lambda) \omega(y)+\lambda)^{\alpha}\right]^{1-\frac{1}{\alpha}}  \tag{P.11}\\
& \leqslant \underset{y \sim Q}{\mathbb{E}}\left[|\omega(y)-1|^{\alpha}\right]^{\frac{1}{\alpha}} \underset{y \sim Q}{\mathbb{E}}\left[(1-\lambda) \omega(y)^{\alpha}+\lambda\right]^{1-\frac{1}{\alpha}}  \tag{P.12}\\
& =J_{\alpha}(P \| Q)^{\frac{1}{\alpha}}\left[(1-\lambda) I_{\alpha}(P \| Q)+\lambda\right]^{1-\frac{1}{\alpha}},
\end{align*}
$$

where line (P.10) derives from Hölder's inequality with exponents $\alpha$ and $\frac{\alpha}{\alpha-1}$, line P.11] is obtained from the power mean inequality [6] by bounding the harmonic mean with the arithmetic mean, line (P.12) follows from Jensen's inequality having observed that the function.$^{\alpha}$ is a convex function.

Lemma A.2. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ two probability distributions with $P \ll Q$. For every $\lambda \in[0,1]$, the $(\lambda,-1)$-corrected importance weight induces a variance that can be bounded for every $\alpha \in(1,2]$ as:

$$
\underset{y_{i} \sim Q}{\operatorname{Var}}\left[\widehat{\mu}_{n, \lambda}\right] \leqslant \frac{\|f\|_{\infty}^{2}}{n \lambda^{2-\alpha}}\left[(1-\lambda) I_{\alpha}(P \| Q)+\lambda\right]
$$

Proof. Let us consider the following derivation:

$$
\underset{y_{i} \sim Q}{\operatorname{Var}}\left[\hat{\mu}_{n, \lambda}\right]=\frac{1}{n} \underset{y \sim Q}{\operatorname{Var}}\left[\omega_{\lambda}(y) f(y)\right] \leqslant \frac{1}{n} \underset{y \sim Q}{\mathbb{E}}\left[\omega_{\lambda}(y)^{2} f(y)^{2}\right] \leqslant \frac{1}{n}\|f\|_{\infty}^{2} \underset{y \sim Q}{\mathbb{E}}\left[\omega_{\lambda}(y)^{2}\right] .
$$

Thus, we have for $\alpha \in(1,2]$ :

$$
\begin{aligned}
\underset{y \sim Q}{\mathbb{E}}\left[\omega_{\lambda}(y)^{2}\right] & =\underset{y \sim Q}{\mathbb{E}}\left[\left(\frac{1}{\frac{1-\lambda}{\omega(y)}+\lambda}\right)^{2}\right] \\
& =\underset{y \sim Q}{\mathbb{E}}\left[\left(\frac{1}{\frac{1-\lambda}{\omega(y)}+\lambda}\right)^{\alpha}\left(\frac{1}{\frac{1-\lambda}{\omega(y)}+\lambda}\right)^{2-\alpha}\right] \\
& \leqslant \sup _{v \geqslant 0}\left(\frac{1}{\frac{1-\lambda}{v}+\lambda}\right)^{2-\alpha} \underset{y \sim Q}{\mathbb{E}}\left[\left(\frac{1}{\frac{1-\lambda}{\omega(y)}+\lambda}\right)^{\alpha}\right] \\
& \leqslant \frac{1}{\lambda^{2-\alpha}}\left[(1-\lambda) I_{\alpha}(P \| Q)+\lambda\right],
\end{aligned}
$$

where the last line is obtained by employing analogous derivations as in Lemma A. 1 .

Lemma 5.1. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ be two probability distributions with $P \ll Q$. For every $\lambda \in[0,1]$, the bias and variance of the $(\lambda,-1)$-corrected importance weight can be bounded for every $\alpha \in(1,2]$ as:

$$
\left|\underset{y \sim Q}{\mathbb{E}}\left[\widehat{\mu}_{n, \lambda}\right]-\mu\right| \leqslant\|f\|_{\infty} \lambda^{\alpha-1} I_{\alpha}(P \| Q), \quad \underset{y_{i} \sim Q}{\operatorname{Var}}\left[\widehat{\mu}_{n, \lambda}\right] \leqslant \frac{\|f\|_{\infty}^{2}}{n \lambda^{2-\alpha}} I_{\alpha}(P \| Q)
$$

Proof. The bias result follows immediately from Lemma A.1 by recalling that $J_{\alpha}(P \| Q) \leqslant I_{\alpha}(P \| Q)$ and observing that $(1-\lambda) I_{\alpha}(P \| Q)+\lambda \leqslant I_{\alpha}(P \| Q)$ as $I_{\alpha}(P \| Q) \geqslant 1$. The variance result is obtained from Lemma A. 2 by observing that $(1-\lambda) I_{\alpha}(P \| Q)+\lambda \leqslant I_{\alpha}(P \| Q)$ as $I_{\alpha}(P \| Q) \geqslant 1$.

Lemma A.3. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ two probability distributions such that $P \ll Q$. Let $\left\{y_{i}\right\}_{i \in[n]}$ sampled independently from $Q$. For every $\alpha \in(1,2]$ and $\delta \in(0,1)$ then, for every $\lambda \in[0,1]$, with probability at least $1-\delta$ it holds that:

$$
\begin{aligned}
\widehat{\mu}_{n, \lambda}-\mu \leqslant & \|f\|_{\infty} \sqrt{\frac{2 \log \frac{1}{\delta}}{n \lambda^{2-\alpha}}\left[(1-\lambda) I_{\alpha}(P \| Q)+\lambda\right]}+\frac{2\|f\|_{\infty} \log \frac{1}{\delta}}{3 \lambda n} \\
& +\|f\|_{\infty} \lambda^{\alpha-1} J_{\alpha}(P \| Q)^{\frac{1}{\alpha}}\left[(1-\lambda) I_{\alpha}(P \| Q)+\lambda\right]^{1-\frac{1}{\alpha}}
\end{aligned}
$$

Proof. The proof is a straightforward application of Bernstein's inequality together with Lemma A. 1 and Lemma A. 2 First of all, we highlight the bias in the following decomposition:

$$
\hat{\mu}_{n, \lambda}-\mu=\underbrace{\hat{\mu}_{n, \lambda}-\underset{y_{i} \sim Q}{\mathbb{E}}\left[\hat{\mu}_{n, \lambda}\right]}_{\text {concentration }}+\underbrace{\underset{y_{i} \sim Q}{\mathbb{E}}\left[\hat{\mu}_{n, \lambda}\right]-\mu}_{\text {bias }}
$$

The bias term is bounded by using Lemma A.1 while for the concentration term we apply Bernstein's inequality. Let $\delta \in(0,1)$, with probability at least $1-\delta$ it holds that:

$$
\begin{aligned}
\widehat{\mu}_{n, \lambda}-\underset{y_{i} \sim Q}{\mathbb{E}}\left[\widehat{\mu}_{n, \lambda}\right] & \leqslant \sqrt{2 \underset{y_{i} \sim Q}{\operatorname{Var}}\left[\widehat{\mu}_{n, \lambda}\right] \log \frac{1}{\delta}}+\frac{2\left\|\mu_{\lambda}\right\|_{\infty} \log \frac{1}{\delta}}{3 n} \\
& \leqslant\|f\|_{\infty} \sqrt{\frac{2 \log \frac{1}{\delta}}{n \lambda^{2-\alpha}}\left[(1-\lambda) I_{\alpha}(P \| Q)+\lambda\right]}+\frac{2\|f\|_{\infty} \log \frac{1}{\delta}}{3 \lambda n},
\end{aligned}
$$

where the last line is obtained by bounding the variance with Lemma A.2 and recalling that $\left\|\mu_{\lambda}\right\|_{\infty} \leqslant \frac{\|f\|_{\infty}}{\lambda}$.
We discuss how to optimize this bound in $\lambda$ in Appendix C. We now move to a simplified version of the bound.
Theorem 5.1. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ be two probability distributions such that $P \ll Q$. For every $\alpha \in(1,2]$ and $\delta \in(0,1)$, if we select $\lambda=\lambda_{\alpha}^{*}$ then, with probability at least $1-\delta$ it holds that:
$\widehat{\mu}_{n, \lambda_{\alpha}^{*}}-\mu \leqslant\|f\|_{\infty}(2+\sqrt{3})\left(\frac{2 I_{\alpha}(P \| Q)^{\frac{1}{\alpha-1}} \log \frac{1}{\delta}}{3(\alpha-1)^{2} n}\right)^{1-\frac{1}{\alpha}}, \quad$ with $\quad \lambda_{\alpha}^{*}=\left(\frac{2 \log \frac{1}{\delta}}{3(\alpha-1)^{2} I_{\alpha}(P \| Q) n}\right)^{\frac{1}{\alpha}}$.
Proof. The derivation is analogous to that of Lemma A.3 using Bernstein's inequality and Lemma[5.1, leading to the inequality:

$$
\begin{equation*}
\widehat{\mu}_{n, \lambda}-\mu \leqslant\|f\|_{\infty} \sqrt{\frac{2 \log \frac{1}{\delta}}{n \lambda^{2-\alpha}} I_{\alpha}(P \| Q)}+\frac{2 \log \frac{1}{\delta}}{3 \lambda n}\|f\|_{\infty}+\|f\|_{\infty} \lambda^{\alpha-1} I_{\alpha}(P \| Q) \tag{P.13}
\end{equation*}
$$

This is a convex function of $\lambda$ that can be minimized by vanishing the derivative. The derivative is actually a quadratic function in $\lambda^{\frac{\alpha}{2}}$ and its positive solution has a quite complex expression:

$$
\lambda_{\alpha}^{\#}:=\left(\frac{-3 \alpha+\sqrt{3} \sqrt{(\alpha+2)(3 \alpha-2)}+6}{6 \sqrt{2}(\alpha-1)}\right)^{\frac{2}{\alpha}}\left(\frac{\log \frac{1}{\delta}}{I_{\alpha}(P \| Q) n}\right)^{\frac{2}{\alpha}} \leqslant\left(\frac{2}{3(\alpha-1)^{2}}\right)^{\frac{1}{\alpha}}\left(\frac{\log \frac{1}{\delta}}{I_{\alpha}(P \| Q) n}\right)^{\frac{1}{\alpha}}=: \lambda_{\alpha}^{*}
$$

where the inequality holds with equality when $\alpha=2$. By substituting this value of $\lambda_{\alpha}^{*}$ we obtain the bound:

$$
\widehat{\mu}_{n, \lambda_{\alpha}^{*}}-\mu \leqslant\|f\|_{\infty}(2-\sqrt{3}+\alpha(-2+\sqrt{3}+\alpha))\left(\frac{2 I_{\alpha}(P \| Q)^{\frac{1}{\alpha-1}} \log \frac{1}{\delta}}{3(\alpha-1)^{2} n}\right)^{1-\frac{1}{\alpha}}
$$

$$
\leqslant\|f\|_{\infty}(2+\sqrt{3})\left(\frac{2 I_{\alpha}(P \| Q)^{\frac{1}{\alpha-1}} \log \frac{1}{\delta}}{3(\alpha-1)^{2} n}\right)^{1-\frac{1}{\alpha}}
$$

having observed that $(2-\sqrt{3}+\alpha(-2+\sqrt{3}+\alpha))$ is a monotonically increasing function of $\alpha$.
Remark A.1. In the proof of Theorem 5.1, we did not consider the possibility that $\lambda_{\alpha}^{*}>1$, that would lead to a non-valid correction parameter. We claim that this circumstance occurs for very small values of $n$ and $\delta$ only. Indeed:

$$
\lambda_{\alpha}^{*} \leqslant 1 \quad \Longrightarrow \quad n \geqslant \frac{2 \log \frac{1}{\delta}}{3(\alpha-1)^{2} I_{\alpha}(P \| Q)} .
$$

In any case, if it occurs that $\lambda_{\alpha}^{*}>1$, we conventionally clip it to 1 .
Proposition A.1. Let $\lambda \in[0,1]$. For every $y \in \mathcal{Y}$, let $\omega(y)=\frac{p_{\theta}(y)}{q(y)}$, for a target distribution $p_{\boldsymbol{\theta}}$ differentiable in $\boldsymbol{\theta}$. Then, it holds that:

$$
\left\|\nabla_{\boldsymbol{\theta}} \omega_{\lambda}(y)\right\|_{\infty} \leqslant \frac{1}{4 \lambda}\left\|\nabla_{\boldsymbol{\theta}} \log p_{\boldsymbol{\theta}}(y)\right\|_{\infty}
$$

Proof. Let us first compute the gradient explicitly:

$$
\nabla_{\boldsymbol{\theta}} \omega_{\lambda}(y)=\frac{\partial \omega_{\lambda}}{\partial \omega}(y) \nabla_{\boldsymbol{\theta}} \omega(y)=\frac{1-\lambda}{(1-\lambda+\lambda \omega(y))^{2}} \omega(y) \nabla_{\boldsymbol{\theta}} \log p_{\boldsymbol{\theta}}(y)
$$

To get the result, we maximize the value of the following function:

$$
g(v)=\frac{(1-\lambda) v}{(1-\lambda+\lambda v)^{2}}
$$

First of all, we observe that for $v=0$ and $v \rightarrow \infty$, the function has value 0 . Thus, the maximum must lie in between. We vanish the derivative to find it:

$$
\frac{\partial g(v)}{\partial v}=\frac{(1-\lambda)(1-\lambda-\lambda v)}{(1-\lambda+\lambda v)^{3}}=0 \quad \Longrightarrow \quad v^{*}=\frac{1}{\lambda}-1 .
$$

By substituting the found value, we obtain:

$$
g\left(v^{*}\right)=\frac{1}{4 \lambda} .
$$

The result is obtained by applying the $L_{\infty}$-norm.

## A. 4 Proofs of Section6

For the sake of simplicity, we will denote with $\eta=\lambda n^{1 / 4}$. We introduce the following equation:

$$
h(\eta)=\eta^{2} \underset{y \sim Q}{\mathbb{E}}\left[\omega_{\eta}(y)^{2}\right]=\frac{2 \log \frac{1}{\delta}}{3 \sqrt{n}}
$$

and we denote with $\eta^{\dagger}$ a solution of this equation. We introduce the corresponding empirical version, that is equivalent to Equation (3):

$$
\widehat{h}(\eta)=\frac{\eta^{2}}{n} \sum_{i \in[n]} \omega_{\eta}\left(y_{i}\right)^{2}=\frac{2 \log \frac{1}{\delta}}{3 \sqrt{n}},
$$

having $\widehat{\eta}$ as solution. Clearly, we have $\mathbb{E}_{y_{i} \sim Q}[\widehat{h}(\eta)]=h(\eta)$.
Lemma A.4. Let $h(\eta)=\eta^{2} \mathbb{E}_{y \sim Q}\left[\omega_{\eta}(y)^{2}\right]$. The following properties hold:
(i) for every $\eta \in[0,1]$ we have $h(\eta) \in[0,1]$;
(ii) for every $c \in(0,1]$, the equation $h(\eta)=c$ admits at most one solution.

Proof. For (i) we immediately observe that $h(\eta) \geqslant 0$. Moreover, we have $\omega_{\eta}(y) \leqslant \eta^{-1}$, from which the result follows. For (ii) we show that $h(\eta)$ is monotonically increasing in $\eta$ :

$$
\frac{\partial h}{\partial \eta}(\eta)=2 \eta \underset{y \sim Q}{\mathbb{E}}\left[\frac{\omega(y)^{2}}{(1-\eta+\eta \omega(y))^{3}}\right]>0 .
$$

Remark A.2. It might be the case that the equation $\hat{h}(\eta)=\frac{2 \log \frac{1}{\delta}}{3 \sqrt{n}}$ admits no solution, for instance when $\frac{2 \log \frac{1}{\delta}}{3 \sqrt{n}}>1$ or when $\sup _{\eta \in[0,1]} \hat{h}(\eta)<1$. In these cases, we conventionally set the solution $\eta^{\dagger}=1$. We stress that this circumstance occurs only for small values of $n$, as in Remark A.1. Indeed, the right hand side $\frac{2 \log \frac{1}{8}}{3 \sqrt{n}} \rightarrow 0$ when $n \rightarrow \infty$.
Lemma A.5. Let $h(\eta)=\eta^{2} \mathbb{E}_{y \sim Q}\left[\omega_{\eta}(y)^{2}\right]$. Let $\eta^{\dagger} \in[0,1]$ such that:

$$
h\left(\eta^{\dagger}\right)=\frac{2 \log \frac{1}{\delta}}{3 \sqrt{n}} \quad \text { and } \quad \lambda^{\dagger}=\eta^{\dagger} n^{-1 / 4}
$$

then it holds that:

$$
\lambda_{2}^{*} \leqslant \lambda^{\dagger} \leqslant \sqrt{2} \lambda_{2}^{*}
$$

where the second inequality holds if $n \geqslant \frac{4096\left(I_{3}(P \| Q)-I_{2}(P \| Q)\right)^{4}\left(\log \frac{1}{\delta}\right)^{2}}{9 I_{2}(P \| Q)^{6}}$, whenever $I_{3}(P \| Q)$ is finite.
Proof. Let us first observe that:

$$
\underset{y \sim Q}{\mathbb{E}}\left[\omega_{\eta}(y)^{2}\right]=\underset{y \sim Q}{\mathbb{E}}\left[\frac{1}{\left(\frac{1-\eta}{\omega(y)}+\eta\right)^{2}}\right] \leqslant \underset{y \sim Q}{\mathbb{E}}\left[((1-\eta) \omega(y)+\eta)^{2}\right]=\left(I_{2}(P \| Q)-1\right) \eta^{2}+1 \leqslant I_{2}(P \| Q),
$$

where the first inequality derives from the inequality between the harmonic and arithmetic mean. From the last inequality, we have:

$$
h(\eta) \leqslant \eta^{2} I_{2}(P \| Q) \quad \Longrightarrow \quad \eta^{\dagger} \geqslant \sqrt{\frac{2 \log \frac{1}{\delta}}{3 I_{2}(P \| Q) \sqrt{n}}} \quad \Longrightarrow \quad \lambda^{\dagger}=\sqrt{\frac{2 \log \frac{1}{\delta}}{3 I_{2}(P \| Q) n}}=\lambda_{2}^{*}
$$

Concerning the lower bound, we proceed with a second order Taylor expansion centered in $\eta=0$ :

$$
\frac{1}{\left(\frac{1-\eta}{\omega(y)}+\eta\right)^{2}}=\omega(y)^{2}-2 \omega(y)^{2}(\omega(y)-1) \eta+3(\omega(y)-1)^{2} \omega(y)^{2} \bar{\eta}^{2} \geqslant \omega(y)^{2}-2 \omega(y)^{2}(\omega(y)-1) \eta,
$$

for some $\bar{\eta} \in[0, \eta]$. From which, we obtain:

$$
\underset{y \sim Q}{\mathbb{E}}\left[\frac{1}{\left(\frac{1-\eta}{\omega(y)}+\eta\right)^{2}}\right] \geqslant \underset{y \sim Q}{\mathbb{E}}\left[\omega(y)^{2}-2 \omega(y)^{2}(\omega(y)-1) \eta\right]=I_{2}(P \| Q)-2 \eta\left(I_{3}(P \| Q)-I_{2}(P \| Q)\right) .
$$

By moving to function $h(\eta)$, and recalling the equation $h(\eta)=\frac{2 \log \frac{1}{\delta}}{3 \sqrt{n}}$, we have:

$$
\begin{aligned}
h(\eta)= & \eta^{2} \underset{y \sim Q}{\mathbb{E}}\left[\omega_{\eta}(y)^{2}\right] \geqslant \eta^{2} I_{2}(P \| Q)-2 \eta^{3}\left(I_{3}(P \| Q)-I_{2}(P \| Q)\right) \\
& \Longrightarrow \eta^{2} I_{2}(P \| Q)-2 \eta^{3}\left(I_{3}(P \| Q)-I_{2}(P \| Q)\right) \leqslant \frac{2 \log \frac{1}{\delta}}{3 \sqrt{n}} .
\end{aligned}
$$

We prove that for sufficiently large $n$, all solutions $\eta^{\dagger}$ of the previous inequality satisfy $\eta \leqslant \sqrt{\frac{4 \log \frac{1}{\delta}}{3 I_{2}(P \| Q) \sqrt{n}}}$ :

$$
\begin{gathered}
\frac{4 \log \frac{1}{\delta}}{3 I_{2}(P \| Q) \sqrt{n}} I_{2}(P \| Q)-2\left(\frac{4 \log \frac{1}{\delta}}{3 I_{2}(P \| Q) \sqrt{n}}\right)^{\frac{3}{2}}\left(I_{3}(P \| Q)-I_{2}(P \| Q)\right)>\frac{2 \log \frac{1}{\delta}}{3 \sqrt{n}} \\
\Longrightarrow \quad n \geqslant \frac{4096\left(I_{3}(P \| Q)-I_{2}(P \| Q)\right)^{4}\left(\log \frac{1}{\delta}\right)^{2}}{9 I_{2}(P \| Q)^{6}}
\end{gathered}
$$

This, implies that $\lambda^{\dagger} \leqslant \sqrt{\frac{4 \log \frac{1}{\delta}}{3 I_{2}(P \| Q) n}}=\sqrt{2} \lambda_{2}^{*}$.
Lemma A.6. Let $h(\eta)=\eta^{2} \mathbb{E}_{y \sim Q}\left[\omega_{\eta}(y)^{2}\right]$, then it holds that:

$$
\frac{\partial h(\eta)}{\partial \eta^{2}} \geqslant I_{2}(P \| Q)^{-2}
$$

Proof. Let us first observe that:

$$
\frac{\partial h(\eta)}{\partial \eta^{2}}=\frac{\partial h(\eta)}{\partial \eta} \frac{\partial \eta}{\partial \eta^{2}}=\frac{\partial h(\eta)}{\partial \eta} \frac{1}{2 \eta} .
$$

The first factor was already computed in the proof of Lemma A. 4 We now lower bound it. Let us first prove the following auxiliary inequality:

$$
\begin{align*}
1=\underset{y \sim Q}{\mathbb{E}}[\omega(y)]^{2}=\underset{y \sim Q}{\mathbb{E}}\left[\frac{\omega(y)}{1-\lambda+\lambda \omega(y)}(1-\lambda+\lambda \omega(y))\right]^{2} & \leqslant \underset{y \sim Q}{\mathbb{E}}\left[\frac{\omega(y)^{2}}{(1-\lambda+\lambda \omega(y))^{2}}\right] \underset{y \sim Q}{\mathbb{E}}\left[(1-\lambda+\lambda \omega(y))^{2}\right] \\
& \leqslant \underset{y \sim Q}{\mathbb{E}}\left[\frac{\omega(y)^{2}}{(1-\lambda+\lambda \omega(y))^{2}}\right] I_{2}(P \| Q), \tag{P.14}
\end{align*}
$$

where the first inequality follows from Cauchy-Schwarz's and the second one by recalling that $\mathbb{E}_{y \sim Q}\left[(1-\lambda+\lambda \omega(y))^{2}\right] \leqslant I_{2}(P \| Q)$. Now, we proceed with Hölder's inequality with $p=\frac{3}{2}$ and $q=3$ :

$$
\begin{align*}
\underset{y \sim Q}{\mathbb{E}}\left[\frac{\omega(y)^{2}}{(1-\lambda+\lambda \omega(y))^{2}}\right]=\underset{y \sim Q}{\mathbb{E}}\left[\frac{\omega(y)^{\frac{4}{3}}}{(1-\lambda+\lambda \omega(y))^{2}} \omega(y)^{\frac{2}{3}}\right] & \leqslant \underset{y \sim Q}{\mathbb{E}}\left[\frac{\omega(y)^{2}}{(1-\lambda+\lambda \omega(y))^{3}}\right]^{\frac{2}{3}} \underset{y \sim Q}{\mathbb{E}}\left[\omega(y)^{2}\right]^{\frac{1}{3}} \\
& =\underset{y \sim Q}{\mathbb{E}}\left[\frac{\omega(y)^{2}}{(1-\lambda+\lambda \omega(y))^{3}}\right]^{\frac{2}{3}} I_{2}(P \| Q)^{\frac{1}{3}} . \tag{P.15}
\end{align*}
$$

Putting together Equation (P.14) and Equation (P.15), we have:

$$
\underset{y \sim Q}{\mathbb{E}}\left[\frac{\omega(y)^{2}}{(1-\lambda+\lambda \omega(y))^{3}}\right] \geqslant \underset{y \sim Q}{\mathbb{E}}\left[\frac{\omega(y)^{2}}{(1-\lambda+\lambda \omega(y))^{2}}\right]^{\frac{3}{2}} I_{2}(P \| Q)^{-\frac{1}{2}} \geqslant I_{2}(P \| Q)^{-2} .
$$

Lemma A.7. Let $h(\eta)=\eta^{2} \mathbb{E}_{y \sim Q}\left[\omega_{\eta}(y)^{2}\right]$ and $\widehat{h}(\eta)=\frac{\eta^{2}}{n} \sum_{i \in[n]} \omega_{\eta}\left(y_{i}\right)^{2}$. Then, $n \widehat{h}(\eta)$ is a selfbounding function. Therefore, for every $\eta \in[0,1]$ it holds that:

$$
\begin{align*}
& \operatorname{Pr}_{y_{i} \sim Q}(\hat{h}(\eta)-h(\eta) \geqslant \epsilon) \leqslant \exp \left(\frac{-\epsilon^{2} n}{2\left(h(\eta)+\frac{\epsilon}{3}\right)}\right) \quad \text { with } \quad \epsilon>0,  \tag{4}\\
& \underset{y_{i} \sim Q}{\operatorname{Pr}}(h(\eta)-\widehat{h}(\eta) \geqslant \epsilon) \leqslant \exp \left(\frac{-\epsilon^{2} n}{2 h(\eta)}\right) \quad \text { with } \quad 0<\epsilon<h(\eta) . \tag{5}
\end{align*}
$$

Proof. We consider the definition of self-bounding function provided in [4] Definition 1]. We denote with $n \widehat{h}^{k, z}(\eta)$ the function obtained from $n \widehat{h}(\eta)$ by replacing $\omega\left(y_{k}\right)$ with $z \geqslant 0$. We show that $n \widehat{h}(\eta)$ satisfies both conditions:

$$
\begin{aligned}
& n \widehat{h}(\eta)-n \widehat{h}^{k, z}(\eta)=\eta^{2}\left(\omega_{\eta}\left(y_{k}\right)^{2}-z^{2}\right) \leqslant \eta^{2} \omega_{\eta}\left(y_{k}\right)^{2} \leqslant 1, \\
& \sum_{k \in[n]}\left(n \widehat{h}(\eta)-n \widehat{h}^{k, z}(\eta)\right)^{2}=\sum_{k \in[n]}\left(\omega_{\eta}\left(y_{k}\right)^{2}-z^{2}\right)^{2} \leqslant \sum_{k \in[n]}\left(\eta^{2} \omega_{\eta}\left(y_{k}\right)^{2}\right)^{2} \leqslant \sum_{k \in[n]} \eta^{2} \omega_{\eta}\left(y_{k}\right)^{2}=n \widehat{h}(\eta) .
\end{aligned}
$$

having observed that $\eta \omega_{\eta}\left(y_{k}\right) \leqslant 1$. By applying the concentration inequalities for the self-bounding functions [4], we obtain that for every $\eta \in[0,1]$ and $\epsilon>0$ it holds that:

$$
\operatorname{Pr}_{y_{i} \sim Q}(\widehat{h}(\eta)-h(\eta) \geqslant \epsilon) \leqslant \exp \left(\frac{-\epsilon^{2} n}{2\left(h(\eta)+\frac{\epsilon}{3}\right)}\right) .
$$

Similarly, for every $\eta \in[0,1]$ and $0<\epsilon<h(\eta)$ it holds that:

$$
\operatorname{Pr}_{y_{i} \sim Q}(h(\eta)-\widehat{h}(\eta) \geqslant \epsilon) \leqslant \exp \left(\frac{-\epsilon^{2} n}{2 h(\eta)}\right) .
$$

Lemma A.8. Let $\eta^{\dagger}$ be the solution of $h\left(\eta^{\dagger}\right)=\frac{2 \log \frac{1}{\delta}}{3 \sqrt{n}}$ and $\widehat{\eta}$ be the solution of $\widehat{h}(\hat{\eta})=\frac{2 \log \frac{1}{\delta}}{3 \sqrt{n}}$. Then, for any $\delta \in(0,1)$, with probability at least $1-\delta$ it holds that:

$$
\frac{1}{2} \leqslant \frac{\hat{\eta}}{\eta^{\dagger}} \leqslant \sqrt{2} \quad \text { and } \quad \frac{1}{2} \leqslant \frac{\hat{\lambda}}{\lambda^{\dagger}} \leqslant \sqrt{2}
$$

for $n \geqslant \max \left\{544 I_{2}(P \| Q)^{12}\left(\frac{\log \frac{2}{\delta}}{\log \frac{1}{\delta}}\right)^{2}, \frac{4096\left(I_{3}(P \| Q)-I_{2}(P \| Q)\right)^{4}\left(\log \frac{1}{\delta}\right)^{2}}{9 I_{2}(P \| Q)^{6}}\right\}$.

Proof. Let $\epsilon \in[0,1]$, consider the event $\left\{\left|\frac{\hat{\eta}}{\eta^{\dagger}}-1\right|>\epsilon\right\}$. Under the sub-event $\left\{\hat{\eta}>(1+\epsilon) \eta^{\dagger}\right\}$ recalling that function $h$ and $\hat{h}$ are increasing in $\eta$ we have:

$$
\begin{aligned}
\widehat{h}(\widehat{\eta})-\widehat{h}\left(\eta^{\dagger}\right) & \geqslant \widehat{h}\left((1+\epsilon) \eta^{\dagger}\right)-\widehat{h}\left(\eta^{\dagger}\right) \\
& =\widehat{h}\left((1+\epsilon) \eta^{\dagger}\right)-\widehat{h}\left(\eta^{\dagger}\right) \pm h\left(\eta^{\dagger}\right) \pm h\left((1+\epsilon) \eta^{\dagger}\right) \\
& =\widehat{h}\left((1+\epsilon) \eta^{\dagger}\right)-h\left((1+\epsilon) \eta^{\dagger}\right)+h\left(\eta^{\dagger}\right)-\widehat{h}\left(\eta^{\dagger}\right)+h\left((1+\epsilon) \eta^{\dagger}\right)-h\left(\eta^{\dagger}\right) \\
& \geqslant \widehat{h}\left((1+\epsilon) \eta^{\dagger}\right)-h\left((1+\epsilon) \eta^{\dagger}\right)+h\left(\eta^{\dagger}\right)-\widehat{h}\left(\eta^{\dagger}\right)+2 I_{2}(P \| Q)^{-2} \epsilon\left(\eta^{\dagger}\right)^{2},
\end{aligned}
$$

where the last inequality follows from Lemma A.6 having applied:

$$
h\left((1+\epsilon) \eta^{\dagger}\right)-h\left(\eta^{\dagger}\right) \geqslant I_{2}(P \| Q)^{-2}\left((1+\epsilon)^{2}-1\right)\left(\eta^{\dagger}\right)^{2}=I_{2}(P \| Q)^{-2}(2+\epsilon) \epsilon\left(\eta^{\dagger}\right)^{2} \geqslant 2 I_{2}(P \| Q)^{-2} \epsilon\left(\eta^{\dagger}\right)^{2} .
$$

Recalling that $\hat{h}(\hat{\eta})=h\left(\eta^{\dagger}\right)$, the condition can be further simplified into $h\left((1+\epsilon) \eta^{\dagger}\right)-\widehat{h}\left((1+\epsilon) \eta^{\dagger}\right) \geqslant$ $2 I_{2}(P \| Q)^{-2} \epsilon\left(\eta^{\dagger}\right)^{2}$. Symmetrically, under the sub-event $\left\{\hat{\eta}<(1-\epsilon) \eta^{\dagger}\right\}$ we have:

$$
\begin{aligned}
\hat{h}(\widehat{\eta})-\widehat{h}\left(\eta^{\dagger}\right) & \leqslant \widehat{h}\left((1-\epsilon) \eta^{\dagger}\right)-\widehat{h}\left(\eta^{\dagger}\right) \\
& =\widehat{h}\left((1-\epsilon) \eta^{\dagger}\right)-\widehat{h}\left(\eta^{\dagger}\right) \pm h\left(\eta^{\dagger}\right) \pm h\left((1-\epsilon) \eta^{\dagger}\right) \\
& =\widehat{h}\left((1-\epsilon) \eta^{\dagger}\right)-h\left((1-\epsilon) \eta^{\dagger}\right)+h\left(\eta^{\dagger}\right)-\widehat{h}\left(\eta^{\dagger}\right)+h\left((1-\epsilon) \eta^{\dagger}\right)-h\left(\eta^{\dagger}\right) \\
& \leqslant \widehat{h}\left((1-\epsilon) \eta^{\dagger}\right)-h\left((1-\epsilon) \eta^{\dagger}\right)+h\left(\eta^{\dagger}\right)-\widehat{h}\left(\eta^{\dagger}\right)-I_{2}(P \| Q)^{-2}\left(1-(1-\epsilon)^{2}\right)\left(\eta^{\dagger}\right)^{2},
\end{aligned}
$$

that can be simplified, as before, into the condition $\hat{h}\left((1-\epsilon) \eta^{\dagger}\right)-h\left((1-\epsilon) \eta^{\dagger}\right) \geqslant I_{2}(P \| Q)^{-2} \epsilon\left(\eta^{\dagger}\right)^{2}$ since $1-(1-\epsilon)^{2}=\epsilon(2-\epsilon) \geqslant \epsilon$ being $\epsilon<1$. Thus, we have:

$$
\begin{aligned}
\operatorname{Pr}_{y \sim Q}\left(\left|\frac{\hat{\eta}}{\eta^{\dagger}}-1\right|>\epsilon\right)= & \operatorname{Pr}_{y \sim Q}\left(\hat{\eta}>(1+\epsilon) \eta^{\dagger}\right)+\operatorname{Pr}_{y \sim Q}\left(\hat{\eta}<(1-\epsilon) \eta^{\dagger}\right) \\
\leqslant & \operatorname{Pr}_{y \sim Q}\left(h\left((1+\epsilon) \eta^{\dagger}\right)-\hat{h}\left((1+\epsilon) \eta^{\dagger}\right) \geqslant 2 I_{2}(P \| Q)^{-2} \epsilon\left(\eta^{\dagger}\right)^{2}\right) \\
& +\operatorname{Pr}_{y \sim Q}\left(\widehat{h}\left((1-\epsilon) \eta^{\dagger}\right)-h\left((1-\epsilon) \eta^{\dagger}\right) \geqslant I_{2}(P \| Q)^{-2} \epsilon\left(\eta^{\dagger}\right)^{2}\right) .
\end{aligned}
$$

First of all, we observe that $h\left((1+\epsilon) \eta^{\dagger}\right)=(1+\epsilon)^{2}\left(\eta^{\dagger}\right)^{2} \mathbb{E}_{y \sim Q}\left[\omega_{(1+\epsilon) \eta^{\dagger}}(y)^{2}\right] \leqslant 4\left(\eta^{\dagger}\right)^{2} I_{2}(P \| Q)$. Now, recalling that function $h$ is self-bounding as proved in Lemma A.7. we have by Equation (5):

$$
\begin{aligned}
\operatorname{Pr}\left(h\left((1+\epsilon) \eta^{\dagger}\right)-\widehat{h}\left((1+\epsilon) \eta^{\dagger}\right) \geqslant 2 I_{2}(P \| Q)^{-2} \epsilon\left(\eta^{\dagger}\right)^{2}\right) & \leqslant \exp \left(\frac{-4 I_{2}(P \| Q)^{-4} \epsilon^{2}\left(\eta^{\dagger}\right)^{4} n}{2 h\left((1+\epsilon) \eta^{\dagger}\right)}\right) \\
& \leqslant \exp \left(\frac{-4 I_{2}(P \| Q)^{-4} \epsilon^{2}\left(\eta^{\dagger}\right)^{4} n}{8\left(\eta^{\dagger}\right)^{2} I_{2}(P \| Q)}\right) \\
& =\exp \left(\frac{-\epsilon^{2}\left(\eta^{\dagger}\right)^{2} n}{2 I_{2}(P \| Q)^{5}}\right),
\end{aligned}
$$

provided that $2 I_{2}(P \| Q)^{-2} \epsilon\left(\eta^{\dagger}\right)^{2} \leqslant h\left((1+\epsilon) \eta^{\dagger}\right)$, that is fulfilled for every $\epsilon \in[0,1]$. Indeed, recalling that $h\left((1+\epsilon) \eta^{\dagger}\right)=(1+\epsilon)^{2}\left(\eta^{\dagger}\right)^{2} \mathbb{E}_{y \sim Q}\left[\omega_{(1+\epsilon) \eta^{\dagger}}(y)^{2}\right] \geqslant(1+\epsilon)^{2}\left(\eta^{\dagger}\right)^{2} I_{2}(P \| Q)^{-2}$ (from Equation (P.14)), we have that $2 I_{2}(P \| Q)^{-2} \epsilon\left(\eta^{\dagger}\right)^{2} \leqslant(1+\epsilon)^{2}\left(\eta^{\dagger}\right)^{2} I_{2}(P \| Q)^{-2}$ is fulfilled for every $\epsilon \in[0,1]$. Similarly, by Equation (4) and recalling that $h\left((1-\epsilon) \eta^{\dagger}\right) \leqslant h\left(\eta^{\dagger}\right) \leqslant\left(\eta^{\dagger}\right)^{2} I_{2}(P \| Q)$, we have:

$$
\begin{aligned}
\operatorname{Pr}\left(\widehat{h}\left((1-\epsilon) \eta^{\dagger}\right)-h\left((1-\epsilon) \eta^{\dagger}\right) \geqslant I_{2}(P \| Q)^{-2} \epsilon\left(\eta^{\dagger}\right)^{2}\right) & \leqslant \exp \left(\frac{-I_{2}(P \| Q)^{-4} \epsilon^{2}\left(\eta^{\dagger}\right)^{4} n}{2\left(h\left((1-\epsilon) \eta^{\dagger}\right)+\frac{1}{3} I_{2}(P \| Q)^{-2} \epsilon\left(\eta^{\dagger}\right)^{2}\right)}\right) \\
& \leqslant \exp \left(\frac{-I_{2}(P \| Q)^{-4} \epsilon^{2}\left(\eta^{\dagger}\right)^{4} n}{2\left(\eta^{\dagger}\right)^{2} I_{2}(P \| Q)+\frac{2}{3} I_{2}(P \| Q)^{-2} \epsilon\left(\eta^{\dagger}\right)^{2}}\right) \\
& \exp \left(\frac{-3 \epsilon^{2}\left(\eta^{\dagger}\right)^{2} n}{8 I_{2}(P \| Q)^{5}}\right),
\end{aligned}
$$

having crudely bounded $I_{2}(P \| Q)^{-2} \epsilon \leqslant I_{2}(P \| Q)$. Putting these inequalities together, we obtain:

$$
\operatorname{Pr}\left(\left|\frac{\hat{\eta}}{\eta^{\dagger}}-1\right|>\epsilon\right) \leqslant \exp \left(\frac{-\epsilon^{2}\left(\eta^{\dagger}\right)^{2} n}{2 I_{2}(P \| Q)^{5}}\right)+\exp \left(\frac{-3 \epsilon^{2}\left(\eta^{\dagger}\right)^{2} n}{2 I_{2}(P \| Q)^{5}}\right) \leqslant 2 \exp \left(\frac{-3 \epsilon^{2}\left(\eta^{\dagger}\right)^{2} n}{8 I_{2}(P \| Q)^{5}}\right)
$$

leading to the inequality holding with probability at least $1-\delta$ :

$$
\left|\frac{\widehat{\eta}}{\eta^{\dagger}}-1\right| \leqslant \sqrt{\frac{8 I_{2}(P \| Q)^{5} \log \frac{2}{\delta}}{3 n\left(\eta^{\dagger}\right)^{2}}}
$$

Under Lemma A. 5 we know that $\eta^{\dagger} \geqslant \sqrt{\frac{2 \log \frac{1}{\delta}}{3 I_{2}(P \| Q) \sqrt{n}}}$. From which we have:

$$
\left|\frac{\widehat{\eta}}{\eta^{\dagger}}-1\right| \leqslant \sqrt{\frac{4 I_{2}(P \| Q)^{6} \log \frac{2}{\delta}}{\sqrt{n} \log \frac{1}{\delta}}}
$$

Simple calculations allow to conclude that $\frac{1}{2} \leqslant \frac{\hat{\eta}}{\eta^{\dagger}} \leqslant \sqrt{2}$ for $n \geqslant 544 I_{2}(P \| Q)^{12}\left(\frac{\log \frac{2}{\frac{1}{2}}}{\log \frac{1}{\delta}}\right)^{2}$.
Theorem 6.1. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ be two probability distributions such that $P \ll Q$. Let $\hat{\lambda}$ be the solution of Equation (3), then, if $I_{3}(P \| Q)$ is finite, for sufficiently large $n$, for every $\delta \in(0,1)$, with probability at least $1-2 \delta$ it holds that:

$$
\widehat{\mu}_{n, \hat{\lambda}}-\mu \leqslant\|f\|_{\infty} \frac{5+2 \sqrt{3}}{2} \sqrt{\frac{2 I_{2}(P \| Q) \log \frac{1}{\delta}}{3 n}}
$$

Proof. Let us start observing that if we substitute a value of $\lambda$ that is proportional to $\lambda_{2}^{*}$ into Equation (P.13, we are able to provide the following bound for $\beta>0$ :

$$
\widehat{\mu}_{n, \beta \lambda_{2}^{*}}-\mu \leqslant \frac{1+\sqrt{3} \beta+\beta^{2}}{\beta} \sqrt{\frac{2 I_{2}(P \| Q) \log \frac{1}{\delta}}{3 n}}
$$

Now, we provide sufficient conditions so that $\frac{1}{2} \lambda_{2}^{*} \leqslant \hat{\lambda} \leqslant 2 \lambda_{2}^{*}$. First of all, we know from Lemma A. 5 that for sufficiently large $n$ we have $1 \leqslant \frac{\lambda^{\dagger}}{\lambda_{2}^{*}} \leqslant \sqrt{2}$. Second, from Lemma A. 7 we know that for sufficiently large $n$ and with probability at least $1-\delta$, we have $\frac{1}{2} \leqslant \frac{\hat{\lambda}}{\lambda^{\dagger}} \leqslant \sqrt{2}$. Thus, putting together these results we enforce $\frac{1}{2} \lambda_{2}^{*} \leqslant \hat{\lambda} \leqslant 2 \lambda_{2}^{*}$. Therefore, it holds with probability at least $1-2 \delta$ and sufficiently large $n$ that:

$$
\widehat{\mu}_{n, \hat{\lambda}}-\mu \leqslant \frac{\|f\|_{\infty}}{2}(5+2 \sqrt{3}) \sqrt{\frac{2 I_{2}(P \| Q) \log \frac{1}{\delta}}{3 n}} .
$$

Corollary A.2. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ two probability distributions such that $P \ll Q$. Let $\left\{y_{i}\right\}_{i \in[n]}$ sampled independently from $Q$. For every $\delta \in(0,1)$, let

$$
\lambda^{\ddagger}=\sqrt{\frac{\log \frac{1}{\delta}}{n}}
$$

then, with probability at least $1-\delta$ it holds that:

$$
\widehat{\mu}_{n, \lambda^{\ddagger}}-\mu \leqslant\|f\|_{\infty} \sqrt{\frac{\log \frac{1}{\delta}}{n}}\left(\frac{2}{3}+\sqrt{2 I_{2}(P \| Q)}+I_{2}(P \| Q)\right) .
$$

Proof. The result is simply obtained by substituting $\lambda^{\ddagger}$ into Equation (P.13).

## B Experiments

In this appendix, we report the experimental details and additional experimental results.
Infrastructure The experiments have been run on a machine with two CPUs Intel(R) Xeon(R) CPU E7-8880 v4 @ 2.20GHz ( 22 cores, 44 thread, 55 MB cache) and 128 GB RAM.

Code The code is built on top of the Open Bandit Pipeline [53, https://github.com/st-tech/ zr-obpl, that is licensed under the Apache 2.0 License. In the attached code, the source files that have been modified are marked with an appropriate comment at the beginning.

## B. 1 Off-Policy Evaluation

## B.1. 1 Synthetic Example

Experimental Details To accurately estimate the expectation of function $f$ under $P$, we generate at the beginning 10 M from $P$ and we estimate the expectation $\mu$ with the sample mean. For all estimators with optimal parameter (truncation threshold or $\lambda$ ), we employ the significance value $\delta=0.1$.

For the optimistic shrinkage transformation (IS-OS), we compute the correction parameter $\tau^{*}$, by minimizing an upper bound on the MSE, derived from the one presented in the paper [56], accounting for the fact that we do not have a reward estimate (we are not considering here a DR estimator):

$$
\tau^{*} \in \arg \min \underbrace{\widehat{\mathbb{V a r}}_{y_{i} \sim Q}\left[\omega_{\tau}^{\mathrm{OS}}\left(y_{i}\right) f\left(y_{i}\right)\right]}_{\text {estimated variance }}+\underbrace{\frac{\|f\|_{\infty}^{2}}{n} \sum_{i \in[n]}\left(\omega_{\tau}^{\mathrm{OS}}\left(y_{i}\right)-\omega\left(y_{i}\right)\right)^{2}}_{\text {estimated bias }}
$$

where:

$$
\widehat{\mathbb{V a r}}_{y_{i} \sim Q}\left[\omega_{\tau}^{\mathrm{OS}}\left(y_{i}\right) r\left(y_{i}\right)\right]=\frac{1}{n} \sum_{i \in[n]}\left(\omega_{\tau}^{\mathrm{OS}}\left(y_{i}\right) f\left(y_{i}\right)-\widehat{\mu}_{\tau}^{\mathrm{OS}}\right)^{2}, \quad \widehat{\mu}_{\tau}^{\mathrm{OS}}=\frac{1}{n} \sum_{i \in[n]} \omega_{\tau}^{\mathrm{OS}}\left(y_{i}\right) f\left(y_{i}\right)
$$

Complete Results In all experiments, we employ $\mu_{P}=0.5$ and $\mu_{Q}=0$. The values of $\sigma_{P}$ and $\sigma_{Q}$ for the different experiments are reported in Table 7 In Table 8 and Figure 5, we report the complete results for the different settings.

| $\sigma_{Q}^{2}$ | $\sigma_{P}^{2}$ | $I_{2}(P \\| Q)$ |
| :---: | :---: | :---: |
| 1 | 1.5 | 1.904 |
| 1 | 1.9 | 27.949 |
| 1 | 1.99 | $5.104 e+11$ |
| 1 | 1.999 | $8.379 e+109$ |

Table 7: Variance values $\sigma_{Q}^{2}$ and $\sigma_{P}^{2}$ and divergence $I_{2}(P \| Q)$ for the different experiments.

| $\sigma_{Q}^{2}=1, \sigma_{P}^{2}=1.5$ |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Estimator $/ n$ | 10 | 20 | 50 | 100 | 200 | 500 | 1000 |
| IS | $23.52 \pm 5.39$ | $\mathbf{1 5 . 3 9} \pm \mathbf{3 . 2 6}$ | $\mathbf{1 0 . 0 6} \pm \mathbf{1 . 9 3}$ | $8.35 \pm 0.73$ | $6.29 \pm 0.32$ | $3.93 \pm 0.12$ | $\mathbf{2 . 5 4} \pm \mathbf{0 . 0 6}$ |
| SN-IS | $23.09 \pm 4.62$ | $\mathbf{1 4 . 3 7} \pm \mathbf{2 . 5 5}$ | $\mathbf{9 . 1 5} \pm \mathbf{1 . 3 2}$ | $8.23 \pm 0.63$ | $6.32 \pm 0.31$ | $3.96 \pm 0.12$ | $\mathbf{2 . 5 6} \pm \mathbf{0 . 0 6}$ |
| IS-TR | $\mathbf{2 0 . 3 4} \pm \mathbf{4 . 6 6}$ | $\mathbf{1 3 . 4 8} \pm \mathbf{2 . 5 9}$ | $\mathbf{8 . 3 3} \pm \mathbf{1 . 0 8}$ | $\mathbf{7 . 3 8} \pm \mathbf{0 . 4 7}$ | $\mathbf{5 . 8 8} \pm \mathbf{0 . 2 7}$ | $\mathbf{3 . 6 0} \pm \mathbf{0 . 1 1}$ | $\mathbf{2 . 4 5} \pm \mathbf{0 . 0 6}$ |
| IS-OS | $\mathbf{1 6 . 5 5} \pm \mathbf{4 . 1 3}$ | $\mathbf{1 1 . 8 7} \pm \mathbf{2 . 7 9}$ | $\mathbf{7 . 9 8} \pm \mathbf{1 . 2 1}$ | $\mathbf{6 . 5 3} \pm \mathbf{0 . 5 2}$ | $\mathbf{5 . 0 6} \pm \mathbf{0 . 2 6}$ | $\mathbf{3 . 2 1} \pm \mathbf{0 . 1 0}$ | $\mathbf{2 . 1 7} \pm \mathbf{0 . 0 5}$ |
| IS- $\lambda^{*}$ | $\mathbf{1 8 . 8 6} \pm \mathbf{4 . 0 1}$ | $\mathbf{1 2 . 2 0} \pm \mathbf{2 . 3 0}$ | $\mathbf{7 . 4 4} \pm \mathbf{0 . 9 2}$ | $\mathbf{6 . 5 3} \pm \mathbf{0 . 4 3}$ | $\mathbf{5 . 1 4} \pm \mathbf{0 . 2 5}$ | $\mathbf{3 . 2 5} \pm \mathbf{0 . 1 0}$ | $\mathbf{2 . 2 0} \pm \mathbf{0 . 0 5}$ |
| IS- $\lambda^{* *}$ | $\mathbf{1 7 . 8 5} \pm \mathbf{3 . 8 1}$ | $\mathbf{1 1 . 3 2} \pm \mathbf{2 . 0 7}$ | $\mathbf{6 . 8 9} \pm \mathbf{0 . 7 9}$ | $\mathbf{6 . 0 0} \pm \mathbf{0 . 4 1}$ | $\mathbf{4 . 8 1} \pm \mathbf{0 . 2 4}$ | $\mathbf{3 . 0 7} \pm \mathbf{0 . 0 9}$ | $\mathbf{2 . 1 1} \pm \mathbf{0 . 0 5}$ |
| IS- $-\hat{\lambda}$ | $\mathbf{1 7 . 9 8} \pm \mathbf{3 . 8 3}$ | $\mathbf{1 1 . 3 0} \pm \mathbf{2 . 0 7}$ | $\mathbf{6 . 8 2} \pm \mathbf{0 . 7 7}$ | $\mathbf{5 . 8 9} \pm \mathbf{0 . 4 0}$ | $\mathbf{4 . 7 2} \pm \mathbf{0 . 2 3}$ | $\mathbf{3 . 0 3} \pm \mathbf{0 . 0 9}$ | $\mathbf{2 . 0 9} \pm \mathbf{0 . 0 5}$ |


| $\sigma_{Q}^{2}=1, \sigma_{P}^{2}=1.9$ |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Estimator $/ n$ | 10 | 20 | 50 | 100 | 200 | 500 | 1000 |
| IS | $\mathbf{2 7 . 4 3} \pm \mathbf{1 3 . 3 3}$ | $\mathbf{1 5 . 7 0} \pm \mathbf{4 . 8 3}$ | $10.89 \pm 1.81$ | $9.26 \pm 0.92$ | $12.41 \pm 1.88$ | $9.42 \pm 0.68$ | $5.84 \pm 0.27$ |
| SN-IS | $\mathbf{2 3 . 8 9} \pm \mathbf{5 . 7 7}$ | $15.62 \pm 2.62$ | $10.96 \pm 1.18$ | $9.53 \pm 0.74$ | $8.82 \pm 0.62$ | $7.48 \pm 0.37$ | $5.14 \pm 0.20$ |
| IS-TR | $\mathbf{2 3 . 4 7} \pm \mathbf{7 . 5 2}$ | $\mathbf{1 4 . 0 3} \pm \mathbf{2 . 7 5}$ | $10.32 \pm 1.47$ | $8.89 \pm 0.79$ | $7.68 \pm 0.46$ | $6.21 \pm 0.28$ | $4.22 \pm 0.15$ |
| IS-OS | $\mathbf{1 9 . 2 5} \pm \mathbf{8 . 6 8}$ | $\mathbf{1 0 . 9 3} \pm \mathbf{3 . 2 9}$ | $\mathbf{8 . 3 7} \pm \mathbf{1 . 3 5}$ | $\mathbf{7 . 0 6} \pm \mathbf{0 . 6 1}$ | $\mathbf{8 . 6 9} \pm \mathbf{1 . 4 4}$ | $6.65 \pm 0.47$ | $3.97 \pm 0.16$ |
| IS- $\lambda^{*}$ | $\mathbf{2 1 . 7 5} \pm \mathbf{6 . 3 6}$ | $\mathbf{1 3 . 1 7} \pm \mathbf{2 . 4 5}$ | $\mathbf{9 . 2 6} \pm \mathbf{1 . 1 9}$ | $7.76 \pm 0.62$ | $6.53 \pm 0.38$ | $5.29 \pm 0.23$ | $3.52 \pm 0.12$ |
| IS- $\lambda^{* *}$ | $\mathbf{2 0 . 6 6} \pm \mathbf{4 . 0 8}$ | $\mathbf{1 2 . 6 2} \pm \mathbf{2 . 1 9}$ | $\mathbf{8 . 8 6} \pm \mathbf{1 . 0 8}$ | $\mathbf{7 . 3 9} \pm \mathbf{0 . 5 7}$ | $5.94 \pm 0.32$ | $4.74 \pm 0.20$ | $3.19 \pm 0.10$ |
| IS- $-\hat{\lambda}$ | $\mathbf{1 8 . 1 9} \pm \mathbf{3 . 9 3}$ | $\mathbf{1 0 . 2 7} \pm \mathbf{1 . 6 4}$ | $\mathbf{7 . 0 3} \pm \mathbf{0 . 7 5}$ | $\mathbf{5 . 7 9} \pm \mathbf{0 . 3 8}$ | $\mathbf{3 . 8 5} \pm \mathbf{0 . 2 1}$ | $\mathbf{2 . 9 0} \pm \mathbf{0 . 1 0}$ | $\mathbf{2 . 0 6} \pm \mathbf{0 . 0 5}$ |


| $\sigma_{Q}^{2}=1, \sigma_{P}^{2}=1.99$ |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Estimator $/ n$ | 10 | 20 | 50 | 100 | 200 | 500 | 1000 |
| IS | $24.42 \pm 6.54$ | $\mathbf{2 5 . 0 3} \pm \mathbf{1 1 . 3 8}$ | $15.72 \pm 3.31$ | $11.10 \pm 1.89$ | $8.96 \pm 0.74$ | $6.23 \pm 0.32$ | $4.77 \pm 0.19$ |
| SN-IS | $25.50 \pm 5.84$ | $20.36 \pm 3.36$ | $13.99 \pm 1.56$ | $9.58 \pm 1.08$ | $8.73 \pm 0.56$ | $6.08 \pm 0.27$ | $4.64 \pm 0.16$ |
| IS-TR | $24.42 \pm 6.54$ | $\mathbf{2 5 . 0 3} \pm \mathbf{1 1 . 3 8}$ | $15.72 \pm 3.31$ | $11.10 \pm 1.89$ | $8.96 \pm 0.74$ | $6.23 \pm 0.32$ | $4.77 \pm 0.19$ |
| IS-OS | $\mathbf{1 6 . 3 9} \pm \mathbf{4 . 4 8}$ | $\mathbf{1 6 . 8 9} \pm \mathbf{6 . 3 6}$ | $\mathbf{1 1 . 2 0} \pm \mathbf{1 . 9 6}$ | $\mathbf{7 . 6 6} \pm \mathbf{1 . 0 8}$ | $6.80 \pm 0.48$ | $4.67 \pm 0.21$ | $3.62 \pm 0.14$ |
| IS- $\lambda^{*}$ | $24.42 \pm 6.54$ | $\mathbf{2 5 . 0 3} \pm \mathbf{1 1 . 3 8}$ | $15.72 \pm 3.31$ | $11.10 \pm 1.89$ | $8.96 \pm 0.74$ | $6.23 \pm 0.32$ | $4.77 \pm 0.19$ |
| IS- $\lambda^{* *}$ | $\mathbf{1 8 . 3 7} \pm \mathbf{4 . 6 5}$ | $\mathbf{1 2 . 9 5} \pm \mathbf{2 . 1 8}$ | $15.72 \pm 3.31$ | $11.10 \pm 1.89$ | $8.96 \pm 0.74$ | $6.23 \pm 0.32$ | $4.77 \pm 0.19$ |
| IS- $\hat{\lambda}$ | $\mathbf{1 6 . 1 2} \pm \mathbf{4 . 1 9}$ | $\mathbf{1 2 . 5 0} \pm \mathbf{2 . 0 4}$ | $\mathbf{7 . 8 1} \pm \mathbf{0 . 7 7}$ | $\mathbf{5 . 1 9} \pm \mathbf{0 . 4 1}$ | $\mathbf{4 . 6 4} \pm \mathbf{0 . 2 4}$ | $\mathbf{2 . 9 2} \pm \mathbf{0 . 1 1}$ | $\mathbf{2 . 2 5} \pm \mathbf{0 . 0 5}$ |


| $\sigma_{Q}^{2}=1, \sigma_{P}^{2}=1.999$ |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Estimator $/ n$ | 10 | 20 | 50 | 100 | 200 | 500 | 1000 |
| IS | $\mathbf{3 2 . 4 4} \pm \mathbf{3 0 . 8 9}$ | $\mathbf{2 2 . 2 9} \pm \mathbf{1 1 . 2 1}$ | $19.03 \pm 5.26$ | $19.39 \pm 4.36$ | $15.83 \pm 2.03$ | $9.21 \pm 0.50$ | $6.96 \pm 0.26$ |
| SN-IS | $21.06 \pm 5.75$ | $18.00 \pm 3.18$ | $14.78 \pm 2.10$ | $11.81 \pm 1.39$ | $10.66 \pm 0.89$ | $7.94 \pm 0.35$ | $6.32 \pm 0.20$ |
| IS-TR | $\mathbf{3 2 . 4 4} \pm \mathbf{3 0 . 8 9}$ | $\mathbf{2 2 . 2 9} \pm \mathbf{1 1 . 2 1}$ | $19.03 \pm 5.26$ | $19.39 \pm 4.36$ | $15.83 \pm 2.03$ | $9.21 \pm 0.50$ | $6.96 \pm 0.26$ |
| IS-OS | $\mathbf{2 1 . 3 2} \pm \mathbf{1 8 . 6 2}$ | $\mathbf{1 5 . 4 2} \pm \mathbf{6 . 7 5}$ | $\mathbf{1 2 . 1 8} \pm \mathbf{3 . 0 0}$ | $13.50 \pm 3.06$ | $10.62 \pm 1.25$ | $6.15 \pm 0.33$ | $4.68 \pm 0.16$ |
| IS- $\lambda^{*}$ | $\mathbf{3 2 . 4 4} \pm \mathbf{3 0 . 8 9}$ | $\mathbf{2 2 . 2 9} \pm \mathbf{1 1 . 2 1}$ | $19.03 \pm 5.26$ | $19.39 \pm 4.36$ | $15.83 \pm 2.03$ | $9.21 \pm 0.50$ | $6.96 \pm 0.26$ |
| IS- $\lambda^{* *}$ | $\mathbf{1 4 . 8 7} \pm \mathbf{3 . 7 3}$ | $\mathbf{1 2 . 8 1} \pm \mathbf{2 . 1 2}$ | $\mathbf{8 . 2 6} \pm \mathbf{0 . 9 1}$ | $\mathbf{5 . 0 7} \pm \mathbf{0 . 4 1}$ | $\mathbf{3 . 5 6} \pm \mathbf{0 . 2 2}$ | $\mathbf{2 . 5 4} \pm \mathbf{0 . 0 7}$ | $\mathbf{1 . 4 3} \pm \mathbf{0 . 0 3}$ |
| IS- $-\hat{\lambda}$ | $\mathbf{1 3 . 3 6} \pm \mathbf{3 . 4 7}$ | $\mathbf{1 1 . 2 5} \pm \mathbf{1 . 6 7}$ | $\mathbf{7 . 5 2} \pm \mathbf{0 . 8 5}$ | $\mathbf{5 . 2 7} \pm \mathbf{0 . 4 3}$ | $\mathbf{3 . 6 8} \pm \mathbf{0 . 2 0}$ | $\mathbf{2 . 4 7} \pm \mathbf{0 . 1 0}$ | $2.20 \pm 0.05$ |

Table 8: Absolute error in the illustrative examples varying the number of samples $n$ for the different estimators and the different settings of Table 7 (mean $\pm$ std, 60 runs). The estimator with smallest absolute error and the ones not statistically significantly different from that one (Welch's $t$-test with $p<0.02$ ) are in bold.


Figure 5: Mean Squared Error (MSE), correction parameter $\lambda$, and Effective Sample Size (ESS), computed as $\frac{\left(\sum_{i \in[n]} \omega\left(y_{i}\right)\right)^{2}}{\sum_{i \in[n]} \omega\left(y_{i}\right)^{2}}$, as a function of the number of samples $n$ for the different settings of Table 7 (mean $\pm 95 \%$ c.i., 60 runs).

## B.1.2 Contextual Bandits

Experimental Setting The experimental evaluation is carried out over 11 UCI Machine Learning Repository datasets [13, https://archive.ics.uci.edu/ml/index.php] as reported in Table 9 For the estimators requiring the value of the significance, we select $\delta=0.1$.

| Dataset | ecoli | glass | isolet | kropt | letter | optdigits | page-blocks | pendigits | satimage | vehicle | yeast |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dataset size $\left(n^{*}\right)$ | 336 | 214 | 7797 | 28056 | 20000 | 5620 | 5473 | 10992 | 6435 | 846 | 1484 |
| Context dimension | 7 | 9 | 617 | 6 | 16 | 64 | 10 | 16 | 36 | 18 | 8 |
| Classes $(K)$ | 8 | 6 | 26 | 18 | 26 | 10 | 5 | 10 | 6 | 4 | 10 |

Table 9: The 11 UCI dataset considered in the experiments. For each dataset, we report the number of examples $n^{*}$, dimensionality of the context, and number of classes $K$.

Complete Results In the comprehensive experiment, we consider 110 combinations obtained with a single run over the 11 datasets and 10 values of the pair ( $\alpha_{b}, \alpha_{e}$ ) with $\alpha_{b} \in\{0.8,0.9\}$ and $\alpha_{e} \in\{0.8,0.85,0.9,0.95,0.99\}$. The experiment with reward noise $\nu=0.25$ is reported in the main paper (Figure 2), whereas the noiseless $\nu=0$ (deterministic rewards) is provided in Figure 6 The results are in line with the stochastic case.

Model-free


Model-based


$$
\begin{aligned}
& \text { — IS -ォ=- DM ….... DR } \quad-=-=\text { DR-SW } \\
& \multimap \text { SN-IS } \simeq \text { IS-TR } \square \text { IS-OS } ఒ \text { IS- } \lambda^{*} \longrightarrow n \text { IS- } \widehat{\lambda}
\end{aligned}
$$

Figure 6: CDF of the absolute error normalized by IS error for deterministic rewards, across 110 conditions for model-free estimators (left) and model-based ones (right).

For the case of the letter dataset, we report the experiments with additional choices of $\alpha_{e} 10$ and 11).

| Estimator $/ n$ | 100 | 200 | 500 | 1000 | 2000 | 5000 | 10000 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IS | $\mathbf{2 0 . 0 4} \pm \mathbf{1 . 2 4}$ | $\mathbf{2 1 . 7 7} \pm \mathbf{2 . 4 6}$ | $14.03 \pm 0.57$ | $8.40 \pm 0.20$ | $6.13 \pm 0.09$ | $2.77 \pm 0.03$ | $1.83 \pm 0.01$ | $1.10 \pm 0.01$ |
| SN-IS | $27.34 \pm 1.67$ | $23.16 \pm 1.40$ | $16.86 \pm 0.46$ | $11.94 \pm 0.25$ | $7.37 \pm 0.13$ | $2.59 \pm 0.03$ | $1.74 \pm 0.01$ | $1.17 \pm 0.01$ |
| IS-TR | $\mathbf{2 0 . 0 4} \pm \mathbf{1 . 2 4}$ | $\mathbf{1 8 . 1 7} \pm \mathbf{1 . 6 0}$ | $13.96 \pm 0.57$ | $8.40 \pm 0.20$ | $6.13 \pm 0.09$ | $2.77 \pm 0.03$ | $1.83 \pm 0.01$ | $1.10 \pm 0.01$ |
| IS-OS | $24.47 \pm 1.50$ | $32.30 \pm 1.17$ | $15.37 \pm 0.56$ | $17.35 \pm 0.46$ | $16.46 \pm 0.37$ | $30.70 \pm 0.15$ | $34.03 \pm 0.02$ | $33.67 \pm 0.01$ |
| IS- $\lambda^{*}$ | $\mathbf{2 0 . 4 8} \pm \mathbf{1 . 3 3}$ | $\mathbf{1 6 . 7 7} \pm \mathbf{1 . 1 4}$ | $10.06 \pm 0.34$ | $6.61 \pm 0.16$ | $5.30 \pm 0.07$ | $2.88 \pm 0.03$ | $2.08 \pm 0.01$ | $1.16 \pm 0.01$ |
| IS- $\lambda^{*} *$ | $\mathbf{2 0 . 8 0} \pm \mathbf{1 . 3 8}$ | $\mathbf{1 6 . 1 1} \pm \mathbf{0 . 9 3}$ | $9.56 \pm 0.30$ | $6.62 \pm 0.15$ | $5.19 \pm 0.07$ | $3.06 \pm 0.03$ | $2.31 \pm 0.01$ | $1.29 \pm 0.01$ |
| IS- $\hat{\lambda}$ | $\mathbf{2 2 . 6 0} \pm \mathbf{1 . 5 2}$ | $\mathbf{1 7 . 0 6} \pm \mathbf{0 . 7 5}$ | $10.22 \pm 0.28$ | $7.77 \pm 0.16$ | $5.61 \pm 0.08$ | $3.32 \pm 0.03$ | $2.50 \pm 0.02$ | $1.37 \pm 0.01$ |
| DM | $28.86 \pm 1.92$ | $27.56 \pm 0.95$ | $41.04 \pm 0.26$ | $41.94 \pm 0.11$ | $42.87 \pm 0.05$ | $47.06 \pm 0.01$ | $47.58 \pm 0.01$ | $47.51 \pm 0.00$ |
| DR | $\mathbf{2 6 . 5 4} \pm \mathbf{4 . 5 1}$ | $25.56 \pm 2.43$ | $16.69 \pm 0.72$ | $9.12 \pm 0.20$ | $5.62 \pm 0.09$ | $2.14 \pm 0.02$ | $\mathbf{1 . 2 5} \pm \mathbf{0 . 0 1}$ | $\mathbf{0 . 8 3} \pm \mathbf{0 . 0 0}$ |
| SN-DR | $\mathbf{2 5 . 6 2} \pm \mathbf{3 . 2 1}$ | $24.87 \pm 1.79$ | $18.94 \pm 0.62$ | $12.36 \pm 0.23$ | $7.19 \pm 0.12$ | $2.46 \pm 0.02$ | $\mathbf{1 . 5 7} \pm \mathbf{0 . 0 1}$ | $1.07 \pm 0.01$ |
| DR-TR | $\mathbf{1 8 . 9 7} \pm \mathbf{1 . 1 2}$ | $\mathbf{1 6 . 5 4} \pm \mathbf{0 . 7 0}$ | $20.95 \pm 0.23$ | $17.93 \pm 0.09$ | $17.90 \pm 0.06$ | $22.73 \pm 0.01$ | $23.45 \pm 0.01$ | $23.18 \pm 0.00$ |
| DR-OS | $\mathbf{1 8 . 8 7} \pm \mathbf{1 . 1 8}$ | $19.21 \pm 0.55$ | $17.15 \pm 0.38$ | $12.01 \pm 0.23$ | $8.67 \pm 0.11$ | $17.04 \pm 0.06$ | $17.88 \pm 0.02$ | $18.49 \pm 0.02$ |
| DR-SW | $23.97 \pm 1.28$ | $\mathbf{1 6 . 6 6} \pm \mathbf{1 . 1 3}$ | $\mathbf{4 . 5 8} \pm \mathbf{0 . 1 8}$ | $\mathbf{4 . 6 4} \pm \mathbf{0 . 0 9}$ | $4.76 \pm 0.05$ | $\mathbf{0 . 7 5} \pm \mathbf{0 . 0 1}$ | $\mathbf{1 . 3 1} \pm \mathbf{0 . 0 1}$ | $\mathbf{0 . 7 7} \pm \mathbf{0 . 0 0}$ |
| DR- $\lambda^{*}$ | $\mathbf{2 1 . 8 4} \pm \mathbf{2 . 3 0}$ | $\mathbf{1 8 . 1 6} \pm \mathbf{1 . 3 5}$ | $11.26 \pm 0.47$ | $6.53 \pm 0.14$ | $\mathbf{4 . 5 9} \pm \mathbf{0 . 0 7}$ | $1.78 \pm 0.02$ | $\mathbf{1 . 2 3} \pm \mathbf{0 . 0 1}$ | $\mathbf{0 . 7 2} \pm \mathbf{0 . 0 0}$ |
| DR- $\lambda^{*} *$ | $\mathbf{2 1 . 0 0} \pm \mathbf{2 . 0 1}$ | $\mathbf{1 6 . 7 0} \pm \mathbf{1 . 1 8}$ | $10.00 \pm 0.41$ | $5.82 \pm 0.13$ | $\mathbf{4 . 2 7} \pm \mathbf{0 . 0 6}$ | $1.67 \pm 0.02$ | $\mathbf{1 . 2 4} \pm \mathbf{0 . 0 1}$ | $\mathbf{0 . 6 9} \pm \mathbf{0 . 0 0}$ |
| DR- $\hat{\lambda}$ | $\mathbf{1 9 . 4 5} \pm \mathbf{1 . 6 2}$ | $\mathbf{1 4 . 3 5} \pm \mathbf{0 . 9 5}$ | $7.89 \pm 0.34$ | $\mathbf{4 . 8 8} \pm \mathbf{0 . 1 1}$ | $\mathbf{3 . 8 8} \pm \mathbf{0 . 0 6}$ | $1.60 \pm 0.02$ | $\mathbf{1 . 2 6} \pm \mathbf{0 . 0 1}$ | $\mathbf{0 . 6 8} \pm \mathbf{0 . 0 0}$ |

Table 10: Absolute error (multiplied by 100) in the letter dataset varying the number of samples $n$ for the different estimators, when $\alpha_{b}=0.5$ and $\alpha_{e}=0.99$ (mean $\pm$ std, 10 runs). For each column, the estimator with smallest absolute error and the ones not statistically significantly different from that one (Welch's t-test with $p<0.05$ ) are in bold.

| Estimator $/ n$ | 100 | 200 | 500 | 1000 | 2000 | 5000 | 10000 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IS | $\mathbf{1 0 . 0 8} \pm \mathbf{0 . 9 1}$ | $\mathbf{2 0 . 0 7} \pm \mathbf{5 . 6 6}$ | $20.23 \pm 1.60$ | $13.52 \pm 0.42$ | $12.23 \pm 0.24$ | $6.49 \pm 0.05$ | $3.62 \pm 0.03$ | $2.74 \pm 0.01$ |
| SN-IS | $15.85 \pm 1.60$ | $18.18 \pm 1.71$ | $26.34 \pm 0.75$ | $23.84 \pm 0.35$ | $12.91 \pm 0.20$ | $5.96 \pm 0.05$ | $4.15 \pm 0.03$ | $2.14 \pm 0.01$ |
| IS-TR | $\mathbf{1 0 . 0 8} \pm \mathbf{0 . 9 1}$ | $\mathbf{1 2 . 0 2} \pm \mathbf{1 . 6 6}$ | $13.94 \pm 0.65$ | $11.34 \pm 0.22$ | $11.38 \pm 0.20$ | $6.40 \pm 0.05$ | $3.62 \pm 0.03$ | $2.74 \pm 0.01$ |
| IS-OS | $26.61 \pm 0.75$ | $53.26 \pm 5.63$ | $38.57 \pm 1.10$ | $32.35 \pm 0.09$ | $30.73 \pm 0.06$ | $25.41 \pm 0.02$ | $24.48 \pm 0.01$ | $23.76 \pm 0.00$ |
| IS- $\lambda^{*}$ | $\mathbf{1 0 . 1 7} \pm \mathbf{0 . 9 1}$ | $\mathbf{1 2 . 0 3} \pm \mathbf{1 . 6 2}$ | $13.11 \pm 0.52$ | $10.33 \pm 0.13$ | $8.89 \pm 0.09$ | $3.88 \pm 0.03$ | $2.74 \pm 0.02$ | $2.35 \pm 0.01$ |
| IS- $\lambda^{* *}$ | $\mathbf{1 0 . 2 1} \pm \mathbf{0 . 9 1}$ | $\mathbf{1 1 . 2 1} \pm \mathbf{1 . 2 1}$ | $12.15 \pm 0.37$ | $9.80 \pm 0.09$ | $8.23 \pm 0.07$ | $3.54 \pm 0.03$ | $2.61 \pm 0.02$ | $2.32 \pm 0.01$ |
| IS- $\lambda^{*}$ | $\mathbf{1 1 . 0 0} \pm \mathbf{0 . 9 3}$ | $\mathbf{9 . 7 3} \pm \mathbf{0 . 3 7}$ | $9.72 \pm 0.18$ | $8.95 \pm 0.09$ | $7.82 \pm 0.07$ | $3.67 \pm 0.03$ | $2.98 \pm 0.02$ | $2.56 \pm 0.01$ |
| DM | $22.00 \pm 1.92$ | $\mathbf{9 . 7 8} \pm \mathbf{0 . 4 7}$ | $\mathbf{7 . 2 7} \pm \mathbf{0 . 1 9}$ | $\mathbf{3 . 4 9} \pm \mathbf{0 . 0 8}$ | $\mathbf{2 . 8 3} \pm \mathbf{0 . 0 5}$ | $9.16 \pm 0.02$ | $9.97 \pm 0.01$ | $9.89 \pm 0.00$ |
| DR | $\mathbf{3 5 . 5 0} \pm \mathbf{1 5 . 0 8}$ | $33.18 \pm 7.27$ | $30.82 \pm 1.83$ | $24.87 \pm 0.82$ | $14.16 \pm 0.27$ | $6.19 \pm 0.06$ | $3.46 \pm 0.03$ | $1.48 \pm 0.01$ |
| SN-DR | $19.47 \pm 3.41$ | $20.94 \pm 2.62$ | $24.69 \pm 1.07$ | $21.41 \pm 0.43$ | $13.66 \pm 0.16$ | $6.41 \pm 0.06$ | $3.57 \pm 0.03$ | $1.57 \pm 0.01$ |
| DR-TR | $12.26 \pm 1.14$ | $\mathbf{1 0 . 9 0} \pm \mathbf{0 . 6 1}$ | $\mathbf{6 . 6 5} \pm \mathbf{0 . 2 3}$ | $9.98 \pm 0.09$ | $10.29 \pm 0.04$ | $\mathbf{2 . 3 4} \pm \mathbf{0 . 0 1}$ | $\mathbf{0 . 9 5} \pm \mathbf{0 . 0 0}$ | $\mathbf{0 . 6 0} \pm \mathbf{0 . 0 0}$ |
| DR-OS | $12.57 \pm 1.23$ | $\mathbf{8 . 5 9} \pm \mathbf{0 . 4 9}$ | $\mathbf{6 . 7 3} \pm \mathbf{0 . 2 7}$ | $5.25 \pm 0.13$ | $9.05 \pm 0.09$ | $\mathbf{2 . 6 0} \pm \mathbf{0 . 0 1}$ | $1.97 \pm 0.01$ | $1.21 \pm 0.00$ |
| DR-SW | $12.46 \pm 1.09$ | $11.73 \pm 0.64$ | $\mathbf{7 . 5 2} \pm \mathbf{0 . 2 5}$ | $11.31 \pm 0.10$ | $11.59 \pm 0.04$ | $3.49 \pm 0.01$ | $2.09 \pm 0.00$ | $1.69 \pm 0.00$ |
| DR- $\lambda^{*}$ | $18.78 \pm 3.41$ | $16.07 \pm 2.09$ | $15.26 \pm 0.66$ | $13.55 \pm 0.31$ | $8.96 \pm 0.15$ | $3.97 \pm 0.04$ | $2.44 \pm 0.02$ | $1.24 \pm 0.01$ |
| DR- $\lambda^{*} *$ | $17.51 \pm 2.59$ | $14.39 \pm 1.59$ | $13.17 \pm 0.52$ | $11.89 \pm 0.24$ | $8.22 \pm 0.14$ | $3.55 \pm 0.03$ | $2.22 \pm 0.02$ | $1.21 \pm 0.01$ |
| DR- $\hat{\lambda}$ | $14.58 \pm 1.18$ | $\mathbf{1 0 . 3 2} \pm \mathbf{0 . 5 8}$ | $8.42 \pm 0.23$ | $11.33 \pm 0.19$ | $11.02 \pm 0.23$ | $2.83 \pm 0.02$ | $2.00 \pm 0.01$ | $1.26 \pm 0.00$ |

Table 11: Absolute error (multiplied by 100) in the letter dataset varying the number of samples $n$ for the different estimators, when $\alpha_{b}=0.9$ and $\alpha_{e}=0.99$ (mean $\pm$ std, 10 runs). For each column, the estimator with smallest absolute error and the ones not statistically significantly different from that one (Welch's t-test with $p<0.05$ ) are in bold.


Figure 7: Evaluation reward for four different datasets after 1000 iterations ( 4000 iterations for letter) of gradient ascent with a Boltzmann policy and the non-regularized objective ( $\zeta=0$ ) (mean $\pm$ std, 10 runs).


Figure 8: Evaluation reward for four different datasets after 1000 iterations ( 4000 iterations for letter) of gradient ascent with a Boltzmann policy and the regularized objective $(\zeta=0.1)$ (mean $\pm$ std, 10 runs).

## B. 2 Off-Policy Learning

Experimental Setting The optimization is performed by gradient ascent on the objective function:

$$
\mathcal{L}(\boldsymbol{\theta})=\widehat{v}\left(\pi_{\boldsymbol{\theta}}\right)-\frac{\zeta}{n} \sum_{i \in[n]} I_{2}\left(\pi_{\boldsymbol{\theta}}\left(\cdot \mid x_{i}\right) \| \pi_{b}\left(\cdot \mid x_{i}\right)\right)
$$

where $\widehat{v}\left(\pi_{\boldsymbol{\theta}}\right)$ is the estimated value function using the different estimators, that is a function of the target policy $\pi_{\boldsymbol{\theta}}$. The second term is the empirical average of the divergence between the target $\pi_{\boldsymbol{\theta}}$ and the behavioral policy $\pi_{b}$. The regularizer is controlled by the regularization parameter $\zeta \geqslant 0$. The gradient optimization is performed in mini-batch made of 32 samples and the learning rate is selected with RMSprop, with 0.05 as base learning rate.

Complete Results In Figure 7 and in Figure 8 we report the complete results, in the setting presented in the main paper, for the non-regularized $(\zeta=0)$ and the regularized objective $(\zeta=0.1)$ respectively. The experiments with the regularized objective are limited to glass and ecoli datasets. We report the corresponding learning curves for the non-regularized (Figure 9 ) and the regularized objectives (Figure 10).


Figure 9: Evaluation reward for the four datasets comparing the learning curve of different estimators with the non-regularized objective $(\zeta=0)$ (mean $\pm$ std, 10 runs).


Figure 10: Evaluation reward for the four datasets comparing the learning curve of different estimators with the regularized objective $(\zeta=0.1)$ (mean $\pm$ std, 10 runs).

## C Bound Comparison and Optimization

In this appendix, we provide a comparison between the bounds of Lemma A.3 and Theorem 5.1 and show how to numerically optimize the former. For the sake of simplicity, we restrict our attention to $\alpha=2$ and we denote with $B^{* *}(\lambda)$ the bound of Lemma A.3, with $\lambda^{* *}$ its global minimum, with $B^{*}(\lambda)$ the bound of Theorem5.1 and with $\lambda^{*}$ its global mimimum.
$B^{* *}(\lambda)$ displays a pretty intricate dependence on $\lambda$ that is not easy to optimize. As we can notice from Figure 11, the bound based on the values of its terms admits either one or two local minima. In any case $\lambda=1$ is a value of interest, leading to a bound of the form:

$$
\widehat{\mu}_{n, 1}-\mu \leqslant\|f\|_{\infty} \sqrt{\frac{2 \log \frac{1}{\delta}}{n}}+\frac{2\|f\|_{\infty} \log \frac{1}{\delta}}{3 n}+\|f\|_{\infty} \sqrt{J_{2}(P \| Q)} .
$$

In such a case, we are replacing the importance weight with the value of 1 and we are estimating the mean under the target distribution with the mean of the behavioral distribution, paying the whole bias $\sqrt{J_{2}(P \| Q)}=\sqrt{I_{2}(P \| Q)-1}$. Clearly, this circumstance is convenient only when $n$ is sufficiently small.
The bound of Theorem $5.1 B^{*}$ is looser compared with that of Lemma A.3 $B^{* *}$. We can see in Figure 12 that bound of $B^{*}$ is convex and yeilds an optimal value of $\lambda^{*}$ that is smaller compared to the optimal value $\lambda^{* *}$ of $B^{* *}$.


Figure 11: The bound of Lemma A. 3 for $\alpha=2, I_{2}(P \| Q)=5, \delta=e^{-1}$, and $n \in\{2,10,50\}$. The minima are highlighted with the star.


Figure 12: Comparison between the bounds of Lemma A.3 and Theorem 5.1 for $\alpha=2, I_{2}(P \| Q)=5$, $\delta=e^{-1}$, and $n=10$. The minima are highlighted with the star.

## C. 1 Numerical Optimization of the Bound of Lemma A. 3

We now discuss how to find the global minimum of the bound presented in Lemma A. $3 B^{* *}(\lambda)$. First of all, we observe that $B^{* *}(\lambda)$ is continuously differentiable in $\lambda$ :

$$
\frac{\partial B^{* *}(\lambda)}{\partial \lambda}=\sqrt{\left(I_{2}(P \| Q)-1\right)\left((1-\lambda) I_{2}(P \| Q)+\lambda\right)}-\frac{2 \log \frac{1}{\delta}}{3 n \lambda^{2}}
$$

```
Algorithm 1 Root finding for bound \(B^{* *}\) of Lemma A. 3
    Compute the bound derivative \(\frac{\partial B^{* *}(\lambda)}{\partial \lambda}\)
    Apply Newton's method with \(\lambda^{*}\) as initial guess obtaining \(\lambda_{1}\) as numerical root (if exists)
    if Newton's method failed to converge or \(B^{* *}\left(\lambda_{1}\right)<B(1)\) then
        return 1
    else
        return \(\lambda_{1}\)
    end if
```

$$
-\frac{\left(I_{2}(P \| Q)-1\right)\left(\sqrt{2 \log \frac{1}{\delta}}+\lambda \sqrt{\left(I_{2}(P \| Q)-1\right) n}\right)}{2 \sqrt{n\left((1-\lambda) I_{2}(P \| Q)+\lambda\right)}}
$$

We start proving that $\frac{\partial B^{* *}(\lambda)}{\partial \lambda}$ is a strictly concave function of $\lambda$ :

$$
\begin{aligned}
\frac{\partial^{2}}{\partial \lambda^{2}}\left(\frac{\partial B^{* *}(\lambda)}{\partial \lambda}\right)= & \frac{\partial^{3} B^{* *}(\lambda)}{\partial \lambda^{3}}=-\frac{4 \log \frac{1}{\delta}}{n \lambda^{4}}-\frac{3\left(I_{2}(P \| Q-1)^{7 / 2} \lambda\right.}{8\left((1-\lambda) I_{2}(P \| Q)+\lambda\right)^{5 / 2}} \\
& -\frac{3\left(I_{2}(P \| Q)-1\right)^{5 / 2}}{4\left((1-\lambda) I_{2}(P \| Q)+\lambda\right)^{3 / 2}}-\frac{3\left(I_{2}(P \| Q)-1\right)^{3} \sqrt{\log \frac{1}{\delta}}}{4 \sqrt{2 n}\left((1-\lambda) I_{2}(P \| Q)+\lambda\right)^{5 / 2}}<0
\end{aligned}
$$

We now prove that $\frac{\partial B^{* *}(\lambda)}{\partial \lambda}$ admits at most two roots. By contradiction, suppose $\frac{\partial B^{* *}(\lambda)}{\partial \lambda}$ admits three roots $\lambda_{1}<\lambda_{2}<\lambda_{3}$. By Rolle's theorem, there must exist $\lambda_{1}<\lambda_{12}<\lambda_{2}$ and $\lambda_{2}<\lambda_{23}<\lambda_{3}$ such that $\frac{\partial^{2} B^{* *}(\lambda)}{\partial \lambda^{2}}\left(\lambda_{12}\right)=\frac{\partial^{2} B^{* *}(\lambda)}{\partial \lambda^{2}}\left(\lambda_{23}\right)=0$. Again, by Rolle's theorem, there must exist $\lambda_{12}<\lambda_{1223}<\lambda_{23}$ such that $\frac{\partial^{3} B^{* *}(\lambda)}{\partial \lambda^{3}}\left(\lambda_{1223}\right)=0$, which is a contradiction being $\frac{\partial B^{* *}(\lambda)}{\partial \lambda}$ concave. Thus we consider three cases:

- $\frac{\partial B^{* *}(\lambda)}{\partial \lambda}$ admits no roots. It follows that the global minimum of $B^{* *}$ is on the border $\{0,1\}$. Since $\lim _{\lambda \rightarrow 0^{+}} B^{* *}(\lambda)=\infty$, the minimum is in $\lambda^{* *}=1$.
- $\frac{\partial B^{* *}(\lambda)}{\partial \lambda}$ admits one root. It is simple to prove that for sufficiently large $\lambda$ (possibly larger than 1 , but this does not matter of the sake for the function study) we have $\frac{\partial B^{* *}(\lambda)}{\partial \lambda}<0$. Being also $\lim _{\lambda \rightarrow 0^{+}} \frac{\partial B^{* *}(\lambda)}{\partial \lambda}=-\infty$, we conclude that the root must be a saddle point and, consequently, $\lambda^{* *}=1$.
- $\frac{\partial B^{* *}(\lambda)}{\partial \lambda}$ admits two roots $\lambda_{1}<\lambda_{2}$. Thus, there must exist $\lambda_{1}<\lambda_{12}<\lambda_{2}$ such that $\frac{\partial^{2} B^{* *}(\lambda)}{\partial \lambda^{2}}\left(\lambda_{12}\right)=0$. Since $\frac{\partial^{2} B^{* *}(\lambda)}{\partial \lambda^{2}}$ is non-increasing, being $\frac{\partial B^{* *}(\lambda)}{\partial \lambda}$ concave, it must be that $\frac{\partial^{2} B^{* *}(\lambda)}{\partial \lambda^{2}}\left(\lambda_{1}\right)>0$ and $\frac{\partial^{2} B^{* *}(\lambda)}{\partial \lambda^{2}}\left(\lambda_{2}\right)<0$. Thus, $\lambda_{1}$ is a local minimum and $\lambda_{2}$ a local maximum. It follows that $\lambda^{* * *} \in \arg \min _{\lambda \in\left\{\lambda_{1}, 1\right\}} B^{* *}(\lambda)$.

Thus, based on the function study, it suffices to find numerically the smallest root $\lambda_{1}$ (whenever it exists) of $\frac{\partial B^{* *}(\lambda)}{\partial \lambda}$ and compare its bound value $B^{* *}\left(\lambda_{1}\right)$ with $B^{* *}(1)$. This task can be carried out using numerical root finding, e.g., Newton's method, using as initial guess 0 or $\lambda^{*}$, having observed that in the optimal correction parameter $\lambda^{*}$ of the simplified bound $B^{*}$ the derivative $\frac{\partial B^{* *}(\lambda)}{\partial \lambda}$ is negative. The procedure is summarized in Algorithm 1

## D Comparison of Estimators for CMABs

| Estimator | Formula |
| :--- | :--- |
| Direct method (DM) | $\frac{1}{n} \sum_{i \in[n]} \sum_{a \in \mathcal{A}} \pi_{e}\left(a \mid x_{i}\right) \hat{r}\left(x_{i}, a\right)$ |
| Inverse propensity scoring (IPS) | $\frac{1}{n} \sum_{i \in[n]} \frac{\pi_{e}\left(a_{i} \mid x_{i}\right)}{\pi_{b}\left(a_{i} \mid x_{i}\right)} r_{i}$ |
| Doubly robust (DR) | $\frac{1}{n} \sum_{i \in[n]} \sum_{a \in \mathcal{A}} \pi_{e}\left(a \mid x_{i}\right) \hat{r}\left(x_{i}, a\right)+\frac{1}{n} \sum_{i \in[n]} \frac{\pi_{e}\left(a_{i} \mid x_{i}\right)}{\pi_{b}\left(a_{i} \mid x_{i}\right)}\left(r_{i}-\hat{r}\left(x_{i}, a_{i}\right)\right)$ |

Table 12: Overview of the classical off-policy estimators for CMABs. $\pi_{b}$ and $\pi_{e}$ denote the behavioral and target policies respectively and $\widehat{r}$ the estimated reward function.

## E Analysis of the IS-OS estimator

The IS-OS (optimistic shrinkage) [56] is based on the weight transformation:

$$
\omega_{\tau}^{\mathrm{OS}}(y)=\frac{\tau \omega(y)}{\omega(y)^{2}+\tau}
$$

First of all, we notice that when $P=Q$ a.s. the weight becomes $\omega_{\tau}^{\mathrm{OS}}(y)=\frac{\tau}{\tau+1}$, so the estimator is biased. We start by observing that the corrected weight $\omega_{\tau}^{\mathrm{OS}}(y)$ converges to zero when the noncorrected weight is either zero or infinity. Thus, the maximum value of the weight must be in between. We compute it by vanishing the derivative:

$$
\frac{\partial}{\partial \omega} \frac{\tau \omega}{\omega^{2}+\tau}=0 \quad \Longrightarrow \quad \omega=\sqrt{\tau}
$$

From which, we obtain the maximum value of the weight equal to $\frac{\sqrt{\tau}}{2}$. We now focus on the following result concerning the bias and the variance of the IS-OS estimator.
Lemma E.1. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ be two probability distributions with $P \ll Q$. For every $\tau \geqslant 0$, the bias and variance of the IS-OS estimator can be bounded as:

$$
\left|\underset{y \sim Q}{\mathbb{E}}\left[\widehat{\mu}_{n, \tau}^{O S}\right]-\mu\right| \leqslant \frac{\|f\|_{\infty}}{\tau} I_{3}(P \| Q), \quad \underset{y_{i} \sim Q}{\mathbb{V} a r}\left[\widehat{\mu}_{n, \tau}^{O S}\right] \leqslant \frac{\|f\|_{\infty}^{2}}{n} I_{2}(P \| Q) .
$$

Proof. Let us start with the bias. Based also on Lemma A.1 we consider the following inequality:

$$
\underset{y \sim Q}{\mathbb{E}}\left[\left|\omega_{\tau}^{\mathrm{OS}}(y)-\omega(y)\right|\right]=\underset{y \sim Q}{\mathbb{E}}\left[\frac{\omega(y)^{3}}{\omega(y)^{2}+\tau}\right] \leqslant \underset{y \sim Q}{\mathbb{E}}\left[\frac{\omega(y)^{3}}{\tau}\right]=\frac{I_{3}(P \| Q)}{\tau} .
$$

We consider now the variance term and derive a bound on the second moment of the OS weight:

$$
\underset{y \sim Q}{\mathbb{E}}\left[\omega_{\tau}^{\mathrm{OS}}(y)^{2}\right]=\underset{y \sim Q}{\mathbb{E}}\left[\left(\frac{\omega(y) \tau}{\omega(y)^{2}+\tau}\right)^{2}\right] \leqslant \underset{y \sim Q}{\mathbb{E}}\left[\omega(y)^{2}\right]=I_{2}(P \| Q) .
$$

We now move to the concentration result.
Theorem E.1. Let $P, Q \in \mathscr{P}(\mathcal{Y})$ be two probability distributions with $P \ll Q$. Then, having selected $\tau^{*}=\left(\frac{6 n I_{3}(P \| Q)}{\log \frac{1}{\delta}}\right)^{\frac{2}{3}}$ for the IS-OS estimator, for every $\delta \in[0,1]$, with probability at least $1-\delta$ it holds that:

$$
\widehat{\mu}_{n, \tau}^{O S}-\mu \leqslant\|f\|_{\infty} \sqrt{\frac{2 I_{2}(P \| Q) \log \frac{1}{\delta}}{n}}+\|f\|_{\infty} \sqrt[3]{\frac{3 I_{3}(P \| Q)\left(\log \frac{1}{\delta}\right)^{2}}{4 n^{2}}}
$$

Proof. We apply Bernstein's inequality to the estimator, staring for the bias and variance bounds of Lemma E. 1

$$
\begin{aligned}
\widehat{\mu}_{n, \tau}^{\mathrm{OS}}-\mu & =\widehat{\mu}_{n, \tau}^{\mathrm{OS}}-\underset{y_{i} \sim Q}{\mathbb{E}}\left[\hat{\mu}_{n, \tau}^{\mathrm{OS}}\right]+\underset{y_{i} \sim Q}{\mathbb{E}}\left[\hat{\mu}_{n, \tau}^{\mathrm{OS}}\right]-\mu \\
& \leqslant\|f\|_{\infty} \sqrt{\frac{2 I_{2}(P \| Q) \log \frac{1}{\delta}}{n}}+\frac{\|f\|_{\infty} \sqrt{\tau} \log \frac{1}{\delta}}{3 n}+\frac{\|f\|_{\infty}}{\tau} I_{3}(P \| Q) .
\end{aligned}
$$

We now minimize the bound as a function of $\tau$ by vanishing the derivative to obtain:

$$
\tau^{*}=\left(\frac{6 n I_{3}(P \| Q)}{\log \frac{1}{\delta}}\right)^{\frac{2}{3}}
$$

By substituting $\tau^{*}$ we obtain the result.
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[^0]:    ${ }^{2}$ The original result [41. Theorem 2] was limited to $\alpha=2$ and based on Cantelli's inequality which approaches Chebyshev's when $\delta \rightarrow 0$. See Theorem A.1 in Appendix A. 1 for a proof of Equation (1).
    ${ }^{3}$ As noted in [36], when the estimator is not well-concentrated around its mean (e.g., in presence of heavy tails), the MSE is not adequate to capture the error and high-probability bounds are more advisable.

[^1]:    ${ }^{4}$ For $s \in\{-\infty, 0, \infty\}$ the power mean is defined as a limit.
    ${ }^{5}$ The choice of $s=-1$ is mainly for analytical convenience and, as we shall see, it already allows enforcing the desired properties. We leave investigating the other values of $s$ for future work.

[^2]:    ${ }^{6}$ We introduce our concentration inequalities as a one-sided bounds just for simplicity but they actually hold in both directions. Indeed, by replacing function $f$ with function $-f$, we obtain the reversed one-sided bound.

[^3]:    ${ }^{7}$ For some common distributions, including Gaussians, the integral can be computed in closed form [15].
    ${ }^{8}$ It is possible to circumvent the computation of $I_{2}(P \| Q)$ by choosing $\lambda$ independently from $I_{2}(P \| Q)$ at the price of downgrading the concentration from subgaussian to exponential (Corollary A. 2 of Appendix A. 4 .

[^4]:    ${ }^{9}$ The code is provided at https://github.com/albertometelli/subgaussian-is

[^5]:    ${ }^{10}$ Clearly, the truncated (IS-TR) and the switch (DR-SW) estimators cannot be directly employed in this setting, being non-differentiable.

