A  Proofs

Proof of Theorem[2.1} For each . € II(pg,,, ), define (0 = 6; | £) = v;¢. Then we have
{Vije}i=y € V for each fixed &, and v; = E¢r [y, Vi € [n]. We have

z&mfmmkwﬂ.

Li€[n]

E.e)ou [fe(0)] = E¢r lz Vi fe(0:)

=1

Taking inf on p and v yields that

inf Wy(pow,m) > Een |min fe(0)| -
Inf We(pow,m) 2 Ee Lrg[lg]fg( i)

On the other hand, for v} = E¢ur {]P)(z € argmin; f&(ej)):| , we define a coupling 45 . such
that 1) its marginal on V equals 7, and 2)

pp (00 =0; [ &) =P(i argr[n]in fe(05)) = vjje.
JEIN

It is easy to show that pp . matches with v in that v = pg . (0 = 6;), and hence we have
ty -~ = II(pg o+, ™). With this, we have

Wy(pow-m) < E@e)mpy  [fe(0)]
Z erff(ei)]
=1

~Bevr | (09

i€[n]

= ]ngﬂ_

This proves that inf,ey W (pg.u, m) = Eeor [mingepn) fe(65)]. O

Proof of Theorem[2.3] Note that

Wf(ﬁ, 7T) - L= ueli'[rg,ﬂ') E(e}f)wu [(ff(oz) - f&(ei))} :

The result then follows immediately from Assumption[2.2 and the definition of p-Wasserstein distance.

Therefore, for any 0 and v,

~ * A * 1 A * h N *
W, (Po* v, p*) < —(Wy(pe+ v+, m) — L) < hfl(L(pe,wﬂ) - L") < ﬁsz(pe,u,p )

r
hy
which yields (3). O
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