
Supplementary Materials
Shape Registration in the Time of Transformers

Giovanni Trappolini
Department of Computer Engineering

Sapienza University of Rome
giovanni.trappolini@uniroma1.it

Luca Cosmo
Department of Computer Science

Sapienza University of Rome
luca.cosmo@uniroma1.it

Luca Moschella
Department of Computer Science

Sapienza University of Rome
luca.moschella@uniroma1.it

Riccardo Marin
Department of Computer Science

Sapienza University of Rome
marin@di.uniroma1.it

Simone Melzi
Department of Computer Science

Sapienza University of Rome
simone.melzi@uniroma1.it

Emanuele Rodolà
Department of Computer Science

Sapienza University of Rome
emanuele.rodola@uniroma1.it

1 Architecture and Implementation Details

In this section, we describe in detail the proposed architecture and its implementation.

Our architecture is composed by an encoder and a decoder.

The encoder receives as input a predefined number of learnable latent probes LP , together with the
point coordinates of the target point cloud XT . Each layer of the encoder performs an operation of
cross-attention between LP and XT followed by a self-attention on LP . Each attention is followed
by a feed-forward layer. Before the cross-attention, input 3d-coordinates are embedded in a higher
dimensional space through an MLP. We also use positional encoding on LP . The output of the
encoder is a list of latent vectors LST of the same size of the input latent probes.

Specularly, the decoder receives as input the source point cloud 3d coordinates XS and the latent
vectors LST , and is composed by layers that perform operations of cross-attention between XS and
LST and self-attention on XS , each followed by a feed-forward layer. XS are also embedded in
a higher dimensional space by an MLP layer, which, conversely from the encoder, shares weights
among all layers. We also use positional encoding on LST . The output of the decoder goes through
a final MLP before outputting the new 3d coordinates of the input pointcloud XS registered to the
target XT .

In our implementation we use 32 latent probes of dimension 64. Point embedders are composed by
four linear layers of size (8, 16, 32, 64) interleaved by ReLU activation. As standard in transformers,
the feed–forward layer is made of two linear layers of size (512, 64) interleaved by ReLUs. The final
MLP block is composed of five linear layers of decreasing sizes: (48, 24, 12, 6, 3) also interleaved by
ReLUs. We also use multi-head attention with 4 heads. The encoder and decoder blocks, light grey
in Figure 2 in the main paper, are repeated 8 times each, weights are not shared.

When performing matching, we switch the target and source shape and we pick the version minimizing
the registration’s chamfer distance error.
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