
A Appendix

This appendix provides the proofs of the theorems, and a comparison of running time.

A.1 Proof of Theorem 1

Since there are two groups of variables in Eq. (9), i.e., the node representations H and the learned
topology C, Eq. (9) can be minimized with respective to one group of variables by fixing the other
group. When the graph topology C is fixed, minimizing Eq. (9) is equivalent to minimizing the
following objective w.r.t. the node representations H, as

min
H

tr(HT
LCH). (17)

According to [26, 27, 28], the gradient descent method employed to minimize Eq. (17) is identical to
the graph convolutional operation in GCN, i.e., Eq. (2) with a fixed cuv, by ignoring the mapping
function W and the nonlinear function �(·).

When the node representations H are fixed, minimizing Eq. (9) is equivalent to minimizing the
following objective w.r.t. node representations C, as
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Eq. (18) can then be rewritten as
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If we let

ouv = buv + ||hu � hv||, (21)

Eq. (18) is equivalent to
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where cu and ou are the vectors containing cuv and ouv , respectively. Eq. (22) can be minimized by
applying the Lagrangian multiplier method and KKT condition. Then, the solution to Eq. (18) is
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where ⌘ is one of the Lagrangian multipliers. The tuning of ⌘ makes cTu1 = 1.

Let buv in Eq. (9) be the combination of topology and node attributes, as

buv = �⇣auv
�
w

T
[xu||xv]

�
, (24)

where [xu||xv] denotes the concatenation of xu and xv, and w is the learnable parameters, which
with the same length as [xu||xv]. auv stands for the corresponding element in the adjacency matrix.
⇣ denotes the importance of this term. Then, Eq. (23) can be revised to

cuv = ReLU
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If the importance parameter ⇣ is large, Eq. (25) can be simplified as

cuv = ReLU
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It can be observed that cuv 6= 0 only if auv 6= 0, i.e., nodes v and u are connected. Thus, the learned
topology in Eq. (26) is similar to that in GAT [18].

Therefore, the Uniform Message Passing in Eq. (2) with learnable weights is essentially the gradient
descent of the objective function in Eq. (9).
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A.2 Proof of Theorem 4

Note that the rank of a matrix LC 2 R
N⇥N is the difference between N and its multiplier with an

eigenvalue 0, i.e., rank(LC) = N�F . As shown in Theorem 3, the multiplier F with the eigenvalue
0 for the Laplacian matrix LC equals to the number of connected components in the graph with the
similarity matrix C. Then, the constraint rank(LC) = N � F is equivalent to partitioning the graph
into F connected components. Besides, to constrain the multiplier with the eigenvalue 0 being F
is equivalent to minimizing F smallest eigenvalues, i.e,

PF
f=1 �f (LC). According to Theorem 2,

PF
f=1 �f (LC) is the minima of tr(HT

LCH). Therefore, Eq. (9) in Theorem 1 is equivalent to Eq.
(12) in Theorem 4, and the Uniform Message Passing in Eq. (2) actually partitions graph into F
connected components by learning the topology C.

A.3 Proof of Theorem 5

Most of this proof can be deducted in a similar approach to the proof of Theorem 4. The remaining
part is only presented to prove that each learned graph actually partitions the graph into two connected
components, i.e., the constraint rank(L(f)

C ) = N � 2.

According to Theorem 3, to partition graph into two connected components, the multiplier with
the eigenvalue 0 should be 2, and �1(LC) + �2(LC) should be accordingly minimized. In fact,
�1(LC) = 0 for all the Laplacian matrix LC . Thus, to partition the graph into two connected
components, �2(LC) should be minimized. According to [32], it holds that

�2(LC) = inf
h?1

h
T
LCh

hTh
. (27)

In the following paragraphs, we prove that the following approximation

inf
h 6=1,||h||2=1

h
T
LCh, (28)

is bounded by �2(LC).

For each h 6= 1, ||h||2 = 1 can be decomposed into two mutually perpendicular vectors, i.e.,
h = ↵1+ g, (29)

where g
T
1 = 0. Eq. (29) can be reformed to ↵ =

h
T
1

N , which is the average of all the elements in h.
Besides, the norm of g is bounded, i.e., t1  ||g||

2
 t2. Then, we obtain
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and
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Thus, infh 6=1,||h||2=1 h
T
LCh is bounded by �2(LC). Therefore, if the H = h 2 R

N in Eq. (9) is a
vector and all elements are not equal, then minimizing tr(HT

LCH) is actually minimizing �2(LC)

according to Eq. (33). Thus, it is equivalent to the constraint rank(LC) = N � 2.

Since the diverse message passing in Eq. (4) is equivalent to learning different graph C
(f) for

different attributes f , thus each learned graph C
(f) is to partition graph into two components, i.e.,

the constraint rank(L(f)
C ) = N � 2.

A.4 Running Time

Here we compare the speed of the proposed DMP with the baseline methods designed for networks
with heterophily, especially the SOTA method H2GCN. The results shown in Table 4 are the runtimes
of training and testing the model in terms of seconds. It can be observed that the proposed DMP is
faster than the others on large networks. Note that DMP is obviously faster than H2GCN on all the
datasets.
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Table 4: Comparison of running time of the methods for networks with heterophily (seconds).
Dataset Cornell Texas Actor Chameleon Citeseer Cora Pubmed Squirrel

DMP 18.87 18.53 19.13 20.60 20.70 21.79 18.24 30.39
JKNet 8.44 16.43 9.45 25.16 20.74 22.29 20.99 27.76

ChebNet 10.56 11.41 16.34 31.90 28.95 27.72 42.66 60.54
H2GCN 128.45 83.06 363.03 226.78 116.09 288.23 340.25 869.14
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