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Abstract

Intra-saliency and inter-saliency cues3 have been extensively studied for co-saliency
detection (Co-SOD). Model-based methods produce coarse Co-SOD results due to
hand-crafted intra- and inter-saliency features. Current data-driven models exploit
inter-saliency cues, but undervalue the potential power of intra-saliency cues. In
this paper, we propose an Intra-saliency Correlation Network (ICNet) to extract
intra-saliency cues from the single image saliency maps (SISMs) predicted by any
off-the-shelf SOD method, and obtain inter-saliency cues by correlation techniques.
Specifically, we adopt normalized masked average pooling (NMAP) to extract
latent intra-saliency categories from the SISMs and semantic features as intra
cues. Then we employ a correlation fusion module (CFM) to obtain inter cues
by exploiting correlations between the intra cues and single-image features. To
improve Co-SOD performance, we propose a category-independent rearranged
self-correlation feature (RSCF) strategy. Experiments on three benchmarks show
that our ICNet outperforms previous state-of-the-art methods on Co-SOD. Abla-
tion studies validate the effectiveness of our contributions. The PyTorch code is
available at https://github.com/blanclist/ICNet.

1 Introduction

Co-Saliency Object Detection (Co-SOD) aims to discover the commonly salient objects in a group
of relevant images [36]. It serves as a preliminary step for various computer vision tasks, e.g.,
co-segmentation [9], co-localization [27], and image retrieval [21], etc. The saliency information
within a single image (intra-saliency cue) and the occurrence of saliency within a group of images
(inter-saliency cue) are essential to the success of existing Co-SOD methods, which can be roughly
divided into model-based (non-deep) methods [4, 14, 15] and data-driven (deep) ones [13, 29, 32].

The model-based (non-deep) methods [4, 14, 15] utilize hand-crafted features with manually designed
detection pipelines. Most of them leverage as intra cues the single image saliency maps (SISMs)
predicted by off-the-shelf SOD methods [5, 44], and compute various inter cues based on subjective
priors and hand-crafted features of salient regions in SISMs. Unfortunately, hand-crafted features are
usually inconsistent in expressing high-level semantics [36, 43], e.g., versatile viewpoints, complex
shapes, and illuminant changes, etc, leading to undesirable Co-SOD predictions [8, 14]. Besides, with
subjective priors [4, 8], e.g., low-rank constraint, central bias rule, co-saliency distribution consistency
and histogram-based contrast, these Co-SOD methods [4, 8] are usually unstable in capturing robust
inter cues in complex real-world scenarios [36, 43].
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Recently, data-driven (deep) methods [11, 13, 39] are proposed to learn discriminative features
with great performance gains on Co-SOD. Among these methods, [38, 39, 40] learn intra and
inter cues from scratch to discover similar foregrounds within an image group while distinguishing
the foreground and background in each image. The methods of [13, 32] focus on capturing inter
cues by imposing various architectures,e.g., recurrent module and group-level concatenation. The
works of [10, 11] obliquely take the SISMs as supervisions of the networks and constrain the inter
consistency via energy minimization. Despite with promising results, previous Co-SOD networks [28,
29] undervalue the potential power of intra cues for Co-SOD. Recently, the SISMs produced by
some SOD networks [35, 42] achieve comparable results with popular Co-SOD networks on Co-
SOD benchmarks [2, 33, 37] by standard metrics [1, 3, 6], as will be shown in §4. This indicates
that a stronger Co-SOD network can be developed if we well exploit the intra cues in SISMs.

Figure 1:The main idea of our ICNet.

In this paper, we propose an Intra-saliency Cor-
relation Network (ICNet) for �ne-grained Co-
SOD performance. Our ICNet directly integrates
the intra cues and correlation techniques into a
deep network for end-to-end learning. We ex-
tract intra cues by adopting normalized masked
average pooling (NMAP) [25] to combine single
image saliency maps (SISMs) predicted by any
SOD method and deep features. To explore the
inter cues for Co-SOD, we employ a correlation
fusion module (CFM) to capture the correlations between the extracted intra cues and single-image
features. In order to further improve our ICNet on Co-SOD, we design a rearranged self-correlation
feature (RSCF) strategy to maintain the feature independence upon semantic categories, while bene�t-
ing from global receptive �elds. Our main idea is illustrated in Figure 1, from which we can see that
co-saliency information can be obtained by exploring correlations between intra-saliency categories.
Extensive experiments on three Co-SOD benchmarks demonstrate that our ICNet outperforms state-
of-the-art Co-SOD methods on standard objective metrics and subjective visual quality. Ablation
studies also validate the effectiveness of each component in our ICNet.

In summary, our major contributions are manifold:

� We propose a novel Intra-saliency Correlation Network (ICNet) for Co-SOD, by integrating
intra-saliency features of SISMs and correlation techniques. Ablation studies show that
SISMs clearly improve the performance of the proposed ICNet for Co-SOD.

� We validate that well exploiting SISMs improves Co-SOD performance. By leveraging
normalized masked average pooling (NMAP) and a correlation fusion module (CFM), intra
and inter cues can be well captured from SISM and deep features for Co-SOD.

� We introduce a rearranged self-correlation feature (RSCF) strategy to obtain robust co-
saliency features with the inter cues. Bene�ting from the independence upon semantic
categories and positions, our ICNet with RSCF achieves better Co-SOD performance.

� Experimental results demonstrate that the proposed ICNet outperforms previous state-of-
the-art Co-SOD methods on three benchmarks.

2 Related Work

Previous model-based Co-SOD methods [4, 14, 15] mainly utilized single image saliency maps
(SISMs) produced by off-the-shelf SOD methods as intra-saliency cues, and explored various inter-
saliency cues for Co-SOD. The work of [14] measured the similarities between different regions as
inter cues, and linearly integrated them with intra cues to derive the co-saliency maps. The method
of [15] employed manifold ranking to explore inter cues based on intra cues. Speci�cally, each image
in a group along with its intra cue was utilized to compute correlations with all images in that group.
Based on the correlations produced by each pair of images, the inter consistency is extracted to
generate �nal Co-SOD results. Under a low-rank constraint, the method of [4] fused SISMs yielded
by multiple SOD models with adaptive weights for Co-SOD predictions. The weights indicate the
importance of each SOD model, acting as inter cues to guide the fusion process. However, model-
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based Co-SOD methods [4, 14, 15] are limited by hand-crafted features and manually-designed inter
cues, which are not robust to complex real-world scenarios.

To alleviate the drawbacks of model-based methods, data-driven Co-SOD methods [13, 29, 32, 39]
were proposed to tackle the Co-SOD task with obvious performance gains over previous model-based
ones [4, 14, 15]. The work of [32] fed the concatenated features of multiple images into a series
of convolutional layers to build a group-level representation, which was further combined with the
single-image features for collaborative learning. Later, the authors of [39] proposed an unsupervised
learning scheme to derive initial co-saliency masks, which were served as the guidance to train a
fully convolutional network [20] for Co-SOD predictions. The method of [29] learned an additional
semantic vector in a supervised manner to represent the co-salient category of an image group,
boosting the low-level features from the high-level ones for better Co-SOD performance. In [13], the
authors sequentially fed single-image features into a recurrent module to progressively update the
inter-saliency features, encoding the inter consistency into a robust group-level representation.

Though with remarkable performance gains, some top-tier SOD methods [35, 42] surprisingly achieve
comparable results with deep Co-SOD networks [11, 39] on famous benchmarks, as mentioned in [7].
This indicates that if the intra cues in SISMs are well used, we can design a more powerful Co-SOD
network. To this end, in this paper, we propose an Intra-saliency Correlation Network to integrate
intra-saliency features of SISMs and correlation techniques for �ne-grained Co-SOD performance.
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Figure 2:Pipeline of the proposed ICNet.We assume the input image group consists of two images
to simplify the illustration. In practice, the size of an image group is not �xed. We �rst utilize
NMAP (denoted as “+ ”) to extract intra cues (i.e., SIVs) from the features and corresponding SISMs
produced by any off-the-shelf SOD method. Then we employ the CFM to further explore inter cues
(i.e., CSA maps) from the intra cues and features by correlation techniques. Finally, these inter cues
and the devised RSCFs are integrated to generate co-saliency predictions.

3 Proposed Intra-saliency Correlation Network (ICNet)

3.1 Overall Network Architecture

Given a group ofn relevant imagesI = f I i gn
i =1 , co-saliency object detection (Co-SOD) aims to

discover their commonly salient object(s) and generate the co-saliency mapsM = f M i gn
i =1 . The

image groupI is �rst fed into an encoder network to extract`2-normalized high-level semantic
featuresF = f F i gn

i =1 . We integrate single image saliency maps (SISMs), denoted asS = f Si gn
i =1 ,

predicted by any SOD method, into a standard deep network for Co-SOD. To explore useful intra cues
for Co-SOD, we combine the semantic featuresF and corresponding SISMsS, and adopt normalized
masked average pooling (NMAP) [25] to produce single-image vectors (SIVs)V = f v i gn

i =1 , which
represent latent intra-saliency categories (§3.2). To obtain useful inter cues from the intra ones (i.e.,
SIVs V), we further employ a correlation fusion module (CFM) to exploit correlations between
semantic featuresF and SIVsV, generating co-salient attention (CSA) mapsA = f A i gn

i =1 (§3.3).
In order to maintain the consistency of featuresF and CSA mapsA in terms of category independence,
we propose to compute the self-correlation within featuresF and an additional rearranging operation,
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obtaining the rearranged self-correlation features (RSCFs)F r = f F r
i gn

i =1 (§3.4). Finally, the CSA
maps and RSCFs are fed into a decoder network to predict the co-saliency mapsM (§3.5). Figure 2
illustrates the pipeline of our ICNet.

3.2 Intra Cues Extraction by Normalized Masked Average Pooling

Several deep networks [10, 11] attempt to extract intra cues by taking SISMs as the training targets
of a sub-network, rather than directly integrating SISMs into the network for end-to-end training.
However, SISMs are not precise enough to indicate the single-salient regions. Thus, explicitly
supervising the network training with SISMs would lead to inaccurate intra cues. To better integrate
both SISMs and semantic features for more discriminative intra cues, we adopt the normalized
masked average pooling (NMAP) operation introduced in [25]. As shown in Figure 3(a), given a
group of`2-normalized image featureF = f F i gn

i =1 (F i 2 RC � H � W ), we adjust the corresponding
SISMsS = f Si gn

i =1 to proper scales and generate single-image vectors (SIVs)V = f v i gn
i =1 by:

v̂ i =
1

HW

HX

x =1

WX

y=1

F i (:; x; y) � Si (:; x; y); v i =
v̂ i

kv̂ i k2
; (1)

where� denotes the element-wise multiplication,x andy are the indices along the spatial dimensions.
k�k2 is the`2 norm. Note that we use the SISMs predicted by any off-the-shelf SOD model to directly
�lter out the features of potentially non-salient regions by multiplication, rather than taking these
SISMs as the training targets and forcing the Co-SOD models into over�tting inaccurate SISMs with
performance drop. In this way, even though the SISMs are not precisely accurate, the inaccuracy will
be largely diluted after averaging and normalizing operations. Thus,v i 2 RC is able to express latent
intra-saliency categories (Figure 3(b)), and be safely taken as an intra cue.

�

(a) (b)
Figure 3:Extraction and visualization of single-image vectors (SIVs). In (a), the SIV is obtained
by NMAP with the image feature and corresponding SISM. “� ” is the element-wise multiplication.
To visualize the semantic feature in the SIV, we compute pixel-level inner products between the SIV
and different image features (2-nd row in (b)). The highlighted regions indicate that the SIV could
well express the intra-saliency category (“apple”) via its semantic feature. However,w/o. SISMs, the
semantic feature of the produced SIV is meaningless for Co-SOD (3-rd row in (b)).

3.3 Inter Cues Extraction by Correlation Fusion Module

To extract inter cues from the intra ones, a naive way is to concatenate SIVsV with single-image
featuresF , within the framework of existing deep models [13, 29, 32]. However, [32] can only
handle an image group with a �xed number of images, [13] is easily in�uenced by the order of input
images due to the recurrent architecture for extracting inter cues, while [29] fails on unseen object
categories since the semantic vector is learned on pre-de�ned categories. To obtain inter cues while
avoiding these limitations, we introduce a Correlation Fusion Module (CFM) into our ICNet.

Inspired by video object segmentation community [30], which mainly computes the dense correlations
between the features of consecutive frames to achieve �ne-grained segmentation. Here, the key to
obtaining accurate co-saliency maps is the dense correlations between the SIVs and single-image
features. To this end, our CFM computes pixel-level correlations between SIVs inV and single-image
features inF to generate useful inter cues in parallel, enabling our network to process image groups
with any number of images.

To illustrate how our CFM works for the Co-SOD task, we take thek-th imageI k from a group of
n images as an example. Here we setn = 4 for simplicity and better illustration. As demonstrated
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Figure 4:Correlation fusion module (CFM). “
P

” denotes weighted summation. For simplicity,
here we only calculate the co-salient attention (CSA) map for one image from a group of 4 images.
In practice, we implement this process for the feature of each image in the image group to generate
multiple CSA maps as inter cues.

in Figure 4, our CFM takes SIVs inV and the featureFk of thek-th imageI k as the support vectors
and the query feature map, respectively. For each SIVv i in V, we compute the inner product between
it and pixel-wise feature vectors inFk , to generate one correlation mapCki 2 RH � W . EachCki
highlights the region ofFk that has high response to the intra-saliency category represented by SIV
v i . Nevertheless, for the SIVs that do not represent the co-salient category, the generated correlation
maps highlight regions that are irrelevant to the co-salient category. To alleviate the in�uence of these
noisy correlation maps to the �nal inter cues, we fusef Cki gn

i =1 with a weight vector that accounts
for the relevance between each pair of correlation maps. Speci�cally, we vectorize and`2-normalize
each correlation map inf Cki gn

i =1 , and then stack them to obtain a matrixĈk 2 Rn � HW . A weight
vectorW k 2 Rn that measures the importance of each correlation map is calculated as follows:

W k = sof tmax (� Ĉk Ĉ T
k 1); (2)

where� is a learned factor to regulate the vector to a proper magnitude for the following softmax
normalization (sof tmax ), Ĉk Ĉ T

k 2 Rn � n is a correlation matrix that measures the relevance
between every two correlation maps via inner product, while1 represents ann-dimensional vector of
all ones. With the weight vectorW k , we sum the correlation mapsf Cki gn

i =1 followed by a min-max
normalization and obtain a co-salient attention (CSA) mapA k 2 RH � W for the feature mapFk as
the inter cue. Note that once a correlation mapCkj is noisy, it is not similar to most of the other
correlation maps, leading to small weightW kj . Thus, the weighted fusion suppresses reasonably the
noisy correlation maps, enabling the CSA mapA k to discover the potentially co-salient region inFk .

Figure 5 shows some examples of the generated CSA maps. We observe that, the generated CSA
maps (3-rd row) highlight the regions that are similar to the co-salient category, although the used
SISMs (2-nd row) are noisy to the co-salient category or do not even include any salient objects. This
demonstrates that the inter consistency is well expressed by the CSA maps.

3.4 Rearranged Self-Correlation Feature

Once we obtain the CSA mapA k , we multiply it with the`2-normalized featureFk to focus on the
co-salient region and �nally predict the Co-SOD map, as suggested in [39]. However, we observe
that in this way our network fails to distinguish pixels with similar but different categories, leading to
sub-optimal predictions. This is mainly due to the inconsistency on the category dependence between
A k andFk : A k is category-independent and just re�ects the potentially co-saliency scores, while
Fk is category-related and each pixel in it is a vector representing a speci�c category. Speci�cally,
in our initial experiments, we found that the predictions of our ICNet mainly depend on category-
independentA k , but the category information (which could be used to further identify the categories
of pixels with similar semantics) inFk is neglected. To tackle this inconsistency, we propose to
explicitly utilize the category information inFk to calculate similarities between pairs of pixels inFk ,
and transformFk into category-independent self-correlation feature (SCF). In addition, we extend
SCF to a “Rearanged” version (RSCF), further improving the performance of our ICNet on Co-SOD.

Self-correlation feature (SCF). Given the feature mapFk 2 RC � H � W , we reshape it into the size
of C � HW , denoted aŝFk . Then we calculate the self-correlation matrixF̂ T

k F̂k 2 RHW � HW , and
reshape it into the size ofHW � H � W to obtain the SCFF s

k . For the pixel (x; y), regardless of the
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Figure 5:Visualization of generated co-salient attention (CSA) maps. The1-st and2-nd rows
are the input image groups and corresponding SISMs produced by [42], respectively. The3-rd row
shows the CSA maps yielded by our correlation fusion module (CFM). With the CSA maps, our
ICNet obtains predictions (4-th row) that are more accurate than the used SISMs.

semantic category expressed byFk (:; x; y), the counterpart feature vectorF s
k (:; x; y) in SCF only

re�ects the correlations betweenFk (:; x; y) and all pixels ofFk , ensuring that the SCF is independent
of speci�c categories. Experiments in §4.3 show that SCF boosts our ICNet on Co-SOD.

Rearranged SCF (RSCF). Though combining SCF with CSA maps bene�ts from the consistency
of category independence, using SCF in our network may potentially lead to the risk of over-�tting.
The reason is that each channel of SCF is a self-correlation map related to a certain spatial position,
making the learned parameters based on the �xed channel order position-related. To alleviate the
over-�tting risk, we rearrange the channel order of SCF. Speci�cally, for the pixel (x; y) that has
higher co-saliency value inA k , the self-correlation mapF s

k (z; :; :) (z = ( x � 1)W + y is the channel
index) will be placed on the upper channel to generate the RSCFF r

k . In this way, the channel order
of RSCF is independent of the pixel positions. We will validate the effectiveness of the rearranging
operation in §4.3 and provide visual comparisons in theSupplementary File.

3.5 Implementation Details

We employ the pre-trained VGG-16 [26] as our backbone, and the SISMs are produced by the pre-
trained EGNet [42] (also based on VGG-16). To obtain co-saliency mapsM , we multiply RSCFsF r

by CSA mapsA element-wisely to enhance the potentially co-salient regions, generating foreground
co-saliency featuresF f with two convolutional layers. Since inter consistency may also exist in
the common backgrounds, we perform the above process to obtain background co-saliency features
F b with the reversion ofS. After concatenating foreground featuresF f and background onesF b,
we use two convolution layers to yield the co-saliency enhanced featuresF c. In our network, we
replace the fully connected layers of VGG-16 [26] with three convolutional layers. For an image
group, we extract thè2-normalized outputs of 4-th, 5-th and 6-th stages asfF 4; F 5; F 6g. Then,
we obtain corresponding co-saliency enhanced featuresfF c4; F c5; F c6g by performing the above
described process on each offF 4; F 5; F 6g. Finally, a U-net [24] like decoder is employed to fuse
fF c4; F c5; F c6g and the low-level features (outputs of 1-st, 2-nd and 3-rd stages of the backbone) to
produce �nal co-saliency mapsM .

4 Experiments

4.1 Experimental Protocol

Training and test details. The additional parameters in our proposed modules and the last three
layers are initialized with the random normal distribution of which� = 0 , � = 0 :1. We use
Adam [12] as the optimizer to train our ICNet with60 epochs. The learning rate is10� 5, and the
weight decay is10� 4. The training set is a subset of the COCO dataset [17], containing9213images,
as suggested by [13, 32, 43]. All images are resized into224� 224in both training and test phases.
The training images are randomly �ipped horizontally for augmentation. In each training iteration,
we randomly select a batch of 10 images from an image group due to limited GPU memory. In the
test phase, each image group with an arbitrary number of images constitutes a batch regardless of its
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