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Abstract

Communication bottleneck has been identified as a significant issue in distributed
optimization of large-scale learning models. Recently, several approaches to
mitigate this problem have been proposed, including different forms of gradient
compression or computing local models and mixing them iteratively. In this paper
we propose Qsparse-local-SGD algorithm, which combines aggressive sparsifi-
cation with quantization and local computation along with error compensation,
by keeping track of the difference between the true and compressed gradients.
We propose both synchronous and asynchronous implementations of Qsparse-
local-SGD. We analyze convergence for Qsparse-local-SGD in the distributed
case, for smooth non-convex and convex objective functions. We demonstrate that
Qsparse-local-SGD converges at the same rate as vanilla distributed SGD for many
important classes of sparsifiers and quantizers. We use Qsparse-local-SGD to train
ResNet-50 on ImageNet, and show that it results in significant savings over the
state-of-the-art, in the number of bits transmitted to reach target accuracy.

1 Introduction

Stochastic Gradient Descent (SGD) [14] and its many variants have become the workhorse for modern
large-scale optimization as applied to machine learning [5, 8]. We consider the setup where SGD is
applied to the distributed setting, where R different nodes compute local SGD on their own datasets
Dr. Co-ordination between them is done by aggregating these local computations to update the
overall parameter xt as, xt+1 = xt �

⌘t

R

P
R

r=1 g
r

t
, where {g

r

t
}
R

r=1 are the local stochastic gradients
at the R machines for a local loss function f

(r)(x) of the parameters, where f
(r) : Rd

! R.

It is well understood by now that sending full-precision gradients, causes communication to be
the bottleneck for many large scale models [4, 7, 33, 39]. The communication bottleneck could be
significant in emerging edge computation architectures suggested by federated learning [1, 17, 22].
To address this, many methods have been proposed recently, and these methods are broadly based
on three major approaches: (i) Quantization of gradients, where nodes locally quantize the gradient
(perhaps with randomization) to a small number of bits [3,7,33,39,40]. (ii) Sparsification of gradients,
e.g., where nodes locally select Top

k
values of the gradient in absolute value and transmit these at

full precision [2, 4, 20, 30, 32, 40], while maintaining errors in local nodes for later compensation.
(iii) Skipping communication rounds whereby nodes average their models after locally updating their
models for several steps [9, 10, 31, 34, 37, 43, 45].

⇤Work done while Debraj Basu and Can Karakus were at UCLA.
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In this paper we propose Qsparse-local-SGD algorithm, which combines aggressive sparsification
with quantization and local computation along with error compensation, by keeping track of the
difference between the true and compressed gradients. We propose both synchronous and asyn-
chronous2 implementations of Qsparse-local-SGD. We analyze convergence for Qsparse-local-SGD
in the distributed case, for smooth non-convex and convex objective functions. We demonstrate
that, Qsparse-local-SGD converges at the same rate as vanilla distributed SGD for many important
classes of sparsifiers and quantizers. We implement Qsparse-local-SGD for ResNet-50 using the
ImageNet dataset, and show that we achieve target accuracies with a small penalty in final accuracy
(approximately 1 %), with about a factor of 15-20 savings over the state-of-the-art [4, 30, 31], in the
total number of bits transmitted. While the downlink communication is not our focus in this paper
(also in [4, 20, 39], for example), it can be inexpensive when the broadcast routine is implemented in
a tree-structured manner as in many MPI implementations, or if the parameter server aggregates the
sparse quantized updates and broadcasts it.

Related work. The use of quantization for communication efficient gradient methods has decades
rich history [11] and its recent use in training deep neural networks [27, 32] has re-ignited interest.
Theoretically justified gradient compression using unbiased stochastic quantizers has been proposed
and analyzed in [3, 33, 39]. Though methods in [36, 38] use induced sparsity in the quantized
gradients, explicitly sparsifying the gradients more aggressively by retaining Top

k
components, e.g.,

k < 1%, has been proposed [2, 4, 20, 30, 32], combined with error compensation to ensure that all
co-ordinates do get eventually updated as needed. [40] analyzed error compensation for QSGD,
without Top

k
sparsification and a focus on quadratic functions. Another approach for mitigating

the communication bottlenecks is by having infrequent communication, which has been popularly
referred to in the literature as iterative parameter mixing and model averaging, see [31, 43] and
references therein. Our work is most closely related to and builds on the recent theoretical results
in [4, 30, 31, 43]. [30] considered the analysis for the centralized Top

k
(among other sparsifiers),

and [4] analyzed a distributed version with the assumption of closeness of the aggregated Top
k

gradients to the centralized Top
k

case, see Assumption 1 in [4]. [31, 43] studied local-SGD, where
several local iterations are done before sending the full gradients, and did not do any gradient
compression beyond local iterations. Our work generalizes these works in several ways. We
prove convergence for the distributed sparsification and error compensation algorithm, without the
assumption of [4], by using the perturbed iterate methods [21, 30]. We analyze non-convex (smooth)
objectives as well as strongly convex objectives for the distributed case with local computations. [30]
gave a proof only for convex objective functions and for centralized case and therefore without local
computations3. Our techniques compose a (stochastic or deterministic 1-bit sign) quantizer with
sparsification and local computations using error compensation; in fact this technique works for any
compression operator satisfying a regularity condition (see Definition 3).

Contributions. We study a distributed set of R worker nodes each of which perform computa-
tions on locally stored data denoted by Dr. Consider the empirical-risk minimization of the loss
function f(x) = 1

R

P
R

r=1 f
(r)(x), where f

(r)(x) = E
i⇠Dr

[fi(x)], where E
i⇠Dr

[·] denotes expec-

tation4 over a random sample chosen from the local data set Dr. For f : d
! , we denote

x⇤ := argminx2Rd f(x) and f
⇤ := f(x⇤). The distributed nodes perform computations and pro-

vide updates to the master node that is responsible for aggregation and model update. We develop
Qsparse-local-SGD, a distributed SGD composing gradient quantization and explicit sparsification
(e.g., Top

k
components), along with local iterations. We develop the algorithms and analysis for both

synchronous as well as asynchronous operations, in which workers can communicate with the master
at arbitrary time intervals. To the best of our knowledge, these are the first algorithms which combine
quantization, aggressive sparsification, and local computations for distributed optimization.

2In our asynchronous model, the distributed nodes’ iterates evolve at the same rate, but update the gradients
at arbitrary times; see Section 4 for more details.

3At the completion of our work, we recently found that in parallel to our work [15] examined use of sign-
SGD quantization, without sparsification for the centralized model. Another recent work in [16] studies the
decentralized case with sparsification for strongly convex function. Our work, developed independent of these
works, uses quantization, sparsification and local computations for the distributed case with local computations
for both non-convex and strongly convex objectives.

4Our setup can also handle different local functional forms, beyond dependence on the local data set Dr ,
which is not explicitly written for notational simplicity.
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Our main theoretical results are the convergence analysis of Qsparse-local-SGD for both (smooth)
non-convex objectives as well as for the strongly convex case. See Theorem 1, 2 for the synchronous
case, as well as Theorem 3, 4, for the asynchronous operation. Our analysis also demonstrates natural
gains in convergence that distributed, mini-batch operation affords, and has convergence similar to
vanilla SGD with local iterations (see Corollary 1, 2), for both the non-convex case (with convergence
rate ⇠ 1/

p
T for fixed learning rate) as well as the strongly convex case (with convergence rate

⇠ 1/T , for diminishing learning rate), demonstrating that quantizing and sparsifying the gradient,
even after local iterations asymptotically yields an almost “free” communication efficiency gain (also
observed numerically in Section 5 non-asymptotically). The numerical results on ImageNet dataset
implemented for a ResNet-50 architecture demonstrates that one can get significant communication
savings, while retaining equivalent state-of-the art performance with a small penalty in final accuracy.

Unlike previous works, Qsparse-local-SGD stores the compression error of the net local update,
which is a sum of at most H gradient steps and the historical error, in the local memory. From
literature [4, 30], we know that methods with error compensation work only when the evolution of
the error is controlled. The combination of quantization, sparsification, and local computations poses
several challenges for theoretical analysis, including (i) the analysis of impact of local iterations on
the evolution of the error due to quantization and sparsification, as well as the deviation of local
iterates (see Lemma 3, 4, 8, 9) (ii) asynchronous updates together with distribution compression using
operators which satisfy Definition 3, including our composed (Qsparse) operators. (see Lemma 11-14
in appendix). Another useful technical observation is that the composition of a quantizer and a
sparsifier results in a compression operator (Lemma 1, 2); see Appendix A for proofs on the same.

We provide additional results in the appendices as part of the supplementary material. These include
results on the asymptotic analysis for non-convex objectives in Theorem 5, 8 along with precise
statements of the convergence guarantees for the asynchronous operation Theorem 6, 7 and numerics
for the convex case for multi-class logistic classification on MNIST [19] dataset in Appendix D, for
both synchronous and asynchronous operations.

We believe that our approach for combining different forms of compression and local computations
can be extended to the decentralized case, where nodes are connected over an arbitrary graph, building
on the ideas from [15, 35]. Our numerics also incorporate momentum acceleration, whose analysis is
a topic for future research, for example incorporating ideas from [42].

Organization. In Section 2, we demonstrate that composing certain classes of quantization with
sparsification satisfies a certain regularity condition that is needed for several convergence proofs for
our algorithms. We describe the synchronous implementation of Qsparse-local-SGD in Section 3,
and outline the main convergence results for it in Section 3.1, briefly giving the proof ideas in Section
3.2. We describe our asynchronous implementation of Qsparse-local-SGD and provide the theoretical
convergence results in Section 4. The experimental results are given in Section 5. Many of the proof
details and additional results are given in the appendices provided with the supplementary material.

2 Composition of Quantization and Sparsification

In this section, we consider composition of two different techniques used in the literature for mitigating
the communication bottleneck in distributed optimization, namely, quantization and sparsification.
In quantization, we reduce precision of the gradient vector by mapping each of its components by
a deterministic [7, 15] or randomized [3, 33, 39, 44] map to a finite number of quantization levels.
In sparsification, we sparsify the gradients vector before using it to update the parameter vector, by
taking its Top

k
components or choosing k components uniformly at random, denoted by Randk, [30].

Definition 1 (Randomized Quantizer [3, 33, 39, 44]). We say that Qs : Rd
! Rd is a randomized

quantizer with s quantization levels, if the following holds for every x 2 Rd: (i) EQ[Qs(x)] = x; (ii)
EQ[kQs(x)k2]  (1 + �d,s)kxk2, where �d,s > 0 could be a function of d and s. Here expectation
is taken over the randomness of Qs.

Examples of randomized quantizers include (i) QSGD [3, 39], which independently quantizes compo-
nents of x 2 Rd into s levels, with �d,s = min( d

s2
,

p
d

s
)); (ii) Stochastic s-level Quantization [33,44],

which independently quantizes every component of x 2 Rd into s levels between argmax
i
xi and

argmin
i
xi, with �d,s = d

2s2 ; and (iii) Stochastic Rotated Quantization [33], which is a stochastic
quantization, preprocessed by a random rotation, with �d,s =

2 log2(2d)
s2

.
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Instead of quantizing randomly into s levels, we can take a deterministic approach and round off to
the nearest level. In particular, we can just take the sign, which has shown promise in [7, 27, 32].
Definition 2 (Deterministic Sign Quantizer [7, 15]). A deterministic quantizer Sign : Rd

!

{+1,�1}d is defined as follows: for every vector x 2 Rd, i 2 [d], the i’th component of Sign(x) is
defined as {xi � 0}� {xi < 0}.

As mentioned above, we consider two important examples of sparsification operators: Top
k

and
Randk, For any x 2 Rd, Top

k
(x) is equal to a d-length vector, which has at most k non-zero

components whose indices correspond to the indices of the largest k components (in absolute value)
of x. Similarly, Randk(x) is a d-length (random) vector, which is obtained by selecting k components
of x uniformly at random. Both of these satisfy a so-called “compression” property as defined below,
with � = k/d [30]. Few other examples of such operators can be found in [30].

Definition 3 (Sparsification [30]). A (randomized) function Compk : Rd
! Rd is called a compres-

sion operator, if there exists a constant � 2 (0, 1] (that may depend on k and d), such that for every
x 2 Rd, we have EC [kx� Compk(x)k22]  (1� �)kxk22, where expectation is taken over Compk.

We can apply different compression operators to different coordinates of a vector, and the resulting
operator is also a compression operator; see Corollary 3 in Appendix A. As an application, in the
case of training neural networks, we can apply different compression operators to different layers.

Composition of Quantization and Sparsification. Now we show that we can compose determin-
istic/randomized quantizers with sparsifiers and the resulting operator is a compression operator.
Proofs are given in Appendix A.
Lemma 1 (Composing sparsification with stochastic quantization). Let Compk 2 {Top

k
,Randk}.

Let Qs : Rd
! Rd be a stochastic quantizer with parameter s that satisfies Definition 1. Let

QsCompk : Rd
! Rd be defined as QsCompk(x) := Qs(Compk(x)) for every x 2 Rd. Then

QsCompk(x)
1+�k,s

is a compression operator with the compression coefficient being equal to � = k

d(1+�k,s)
.

Lemma 2 (Composing sparsification with deterministic quantization). Let Compk 2

{Top
k
,Randk}. Let SignCompk : Rd

! Rd be defined as follows: for every x 2 Rd, the
i’th component of SignCompk(x) is equal to {xi � 0}� {xi < 0}, if the i’th component is cho-
sen in defining Compk, otherwise, it is equal to 0. Then kCompk(x)k1 SignCompk(x)

k
is a compression

operator5 with the compression coefficient being equal to � = max

⇢
1
d
,
k

d

⇣
kCompk(x)k1p
dkCompk(x)k2

⌘2
�

.

3 Qsparse-local-SGD

Let I(r)
T

✓ [T ] := {1, . . . , T} with T 2 I
(r)
T

denote a set of indices for which worker r 2 [R]

synchronizes with the master. In a synchronous setting, I(r)
T

is same for all the workers. Let
IT := I

(r)
T

for any r 2 [R]. Every worker r 2 [R] maintains a local parameter bx(r)
t

which is updated
in each iteration t, using the stochastic gradient rf

i
(r)
t

⇣
bx(r)
t

⌘
, where i

(r)
t

is a mini-batch of size b

sampled uniformly in Dr. If t 2 IT , the sparsified error-compensated update g
(r)
t

computed on the
net progress made since the last synchronization is sent to the master node, and updates its local
memory m

(r)
t

. Upon receiving g
(r)
t

’s from every worker, master aggregates them, updates the global
parameter vector, and sends the new model xt+1 to all the workers; upon receiving which, they set
their local parameter vector bx(r)

t+1 to be equal to the global parameter vector xt+1. Our algorithm is
summarized in Algorithm 1.

3.1 Main Results for Synchronous Operation

All results in this paper use the following two standard assumptions. (i) Smoothness: The local
function f

(r) : Rd
! R at each worker r 2 [R] is L-smooth, i.e., for every x,y 2 Rd, we have

f
(r)(y)  f

(r)(x) + hrf
(r)(x),y � xi + L

2 ky � xk2. (ii) Bounded second moment: For every

5The analysis for general p-norm, i.e. kCompk(x)kp SignCompk(x)
k

, for any p 2 Z+ is provided in Appendix A.
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Algorithm 1 Qsparse-local-SGD

1: Initialize x0 = bx(r)
0 = m

(r)
0 , 8r 2 [R]. Suppose ⌘t follows a certain learning rate schedule.

2: for t = 0 to T � 1 do

3: On Workers:

4: for r = 1 to R do

5: bx(r)

t+ 1
2
 bx(r)

t
� ⌘trf

i
(r)
t

⇣
bx(r)
t

⌘
; i(r)

t
is a mini-batch of size b sampled uniformly in Dr

6: if t+ 1 /2 IT then

7: xt+1  xt, m(r)
t+1  m

(r)
t

and bx(r)
t+1  bx(r)

t+ 1
2

8: else

9: g
(r)
t
 QCompk

⇣
m

(r)
t

+ xt � bx(r)

t+ 1
2

⌘
, send g

(r)
t

to the master.

10: m
(r)
t+1  m

(r)
t

+ xt � bx(r)

t+ 1
2
� g

(r)
t

11: Receive xt+1 from the master and set bx(r)
t+1  xt+1

12: end if

13: end for

14: At Master:

15: if t+ 1 /2 IT then

16: xt+1  xt

17: else

18: Receive g
(r)
t

from R workers and compute xt+1 = xt �
1
R

P
R

r=1 g
(r)
t

19: Broadcast xt+1 to all workers.
20: end if

21: end for

22: Comment: Note that bx(r)

t+ 1
2

is used to denote an intermediate variable between iterations t and t+ 1.

bx(r)
t

2 Rd
, r 2 [R], t 2 [T ], we have E

i⇠Dr

[krfi(bx(r)
t

)k2]  G
2, for some constant G < 1. This is

a standard assumption in [4, 12, 16, 23, 25, 26, 29–31, 43]. Relaxation of the uniform boundedness
of the gradient allowing arbitrarily different gradients of local functions in heterogenous settings
as done for SGD in [24, 37] is left as future work. This also imposes a bound on the variance:
E

i⇠Dr

[krfi(bx(r)
t

) � rf
(r)(bx(r)

t
)k2]  �

2
r
, where �

2
r
 G

2 for every r 2 [R]. To state our results,

we need the following definition from [31].

Definition 4 (Gap [31]). Let IT = {t0, t1, . . . , tk}, where ti < ti+1 for i = 0, 1, . . . , k�1. The gap
of IT is defined as gap(IT ) := maxi2[k]{(ti � ti�1)}, which is equal to the maximum difference
between any two consecutive synchronization indices.

We leverage the perturbed iterate analysis as in [21, 30] to provide convergence guarantees for
Qsparse-local-SGD. Under assumptions (i) and (ii), the following theorems hold when Algorithm 1 is
run with any compression operator (including our composed operators).

Theorem 1 (Convergence in the smooth (non-convex) case with fixed learning rate). Let f (r)(x)
be L-smooth for every i 2 [R]. Let QCompk : Rd

! Rd be a compression operator whose
compression coefficient is equal to � 2 (0, 1]. Let {bx(r)

t
}
T�1
t=0 be generated according to Algorithm 1

with QCompk, for step sizes ⌘ =
bCp
T

(where bC is a constant such that bCp
T


1
2L ) and gap(IT )  H .

Then we have
Ekrf(zT )k2 

⇣
E[f(x0)]�f

⇤

bC
+ bCL

⇣PR
r=1 �

2
r

bR2

⌘⌘
4p
T
+ 8

⇣
4 (1��

2)
�2 + 1

⌘
bC2

L
2
G

2
H

2

T
. (1)

Here zT is a random variable which samples a previous parameter bx(r)
t

with probability 1/RT .

Corollary 1. Let E[f(x0)] � f
⇤
 J

2, where J < 1 is a constant,6 �max = maxr2[R] �r, and
bC2 = bR(E[f(x0)]�f

⇤)
�2
maxL

, we have

Ekrf(zT )k2  O

⇣
J�maxp

bRT

⌘
+O

⇣
J
2
bRG

2
H

2

�2
max�2T

⌘
. (2)

6Even classical SGD requires knowing an upper bound on kx0 � x⇤
k in order to choose the learning rate.

Smoothness of f translates this to the difference of the function values.

5



In order to ensure that the compression does not affect the dominating terms while converging at a
rate of O

⇣
1/
p
bRT

⌘
, we would require7

H = O
�
�T

1/4
/(bR)3/4

�
.

Theorem 1 is proved in Appendix B and provides non-asymptotic guarantees, where we observe that
compression does not affect the first order term. The corresponding asymptotic result (with decaying
learning rate), with a convergence rate of O( 1

log T
), is provided in Theorem 5 in Appendix B.

Theorem 2 (Convergence in the smooth and strongly convex case with a decaying learning rate). Let
f
(r) (x) be L-smooth and µ-strongly convex. Let QCompk : Rd

! Rd be a compression operator
whose compression coefficient is equal to � 2 (0, 1]. Let {bx(r)

t
}
T�1
t=0 be generated according to

Algorithm 1 with QCompk, for step sizes ⌘t = 8/µ(a+t) with gap(IT )  H , where a > 1 is such
that we have a � max{4H/�, 32, H},  = L/µ. Then the following holds

E[f (xT )]� f
⇤


La
3

4ST
kx0 � x⇤

k
2 + 8LT (T+2a)

µ2ST
A+ 128LT

µ3ST
B. (3)

Here (i) A =
PR

r=1 �
2
r

bR2 , B = 4
⇣� 3µ

2 + 3L
�

CG
2
H

2

�2 + 3L2
G

2
H

2
⌘

, where C �
4a�(1��

2)
a��4H ; (ii)

xT := 1
ST

P
T�1
t=0

h
wt

⇣
1
R

P
R

r=1 bx
(r)
t

⌘i
, where wt = (a+ t)2; and (iii) ST =

P
T�1
t=o

wt �
T

3

3 .

Corollary 2. For a > max{ 4H
�
, 32, H}, �max = maxr2[R] �r, and using Ekx0 � x⇤

k
2


4G2

µ2

from Lemma 2 in [25], we have

E[f (xT )]� f
⇤
 O

⇣
G

2
H

3

µ2�3T3

⌘
+O

⇣
�
2
max

µ2bRT
+

H�
2
max

µ2bR�T2

⌘
+O

⇣
G

2
H

2

µ3�2T2

⌘
. (4)

In order to ensure that the compression does not affect the dominating terms while converging at a
rate of O (1/(bRT )), we would require H = O

⇣
�

p
T/(bR)

⌘
.

Theorem 2 has been proved in Appendix B. For no compression and only local computations, i.e., for
� = 1, and under the same assumptions, we recover/generalize a few recent results from literature
with similar convergence rates: (i) We recover [43, Theorem 1], which is for non-convex case; (ii) We
generalize [31, Theorem 2.2], which is for a strongly convex case and requires that each worker has
identical datasets, to the distributed case. We emphasize that unlike [31, 43], which only consider
local computation, we combine quantization and sparsification with local computation, which poses
several technical challenges (e.g., see proofs of Lemma 3, 4,7 in Appendix B).

3.2 Proof Outlines

Maintain virtual sequences for every worker

ex(r)
0 := bx(r)

0 and ex(r)
t+1 := ex(r)

t
� ⌘trf

i
(r)
t

⇣
bx(r)
t

⌘
(5)

Define (i) pt := 1
R

P
R

r=1rfi
(r)
t

⇣
bx(r)
t

⌘
, p

t
:= Eit [pt] = 1

R

P
R

r=1rf
(r)

⇣
bx(r)
t

⌘
;

and (ii) ext+1 := 1
R

P
R

r=1 ex
(r)
t+1 = ext � ⌘tpt, bxt := 1

R

P
R

r=1 bx
(r)
t

.

Proof outline of Theorem 1. Since f is L-smooth, we have f(ext+1)� f(ext)  �⌘thrf(ext),pti+
⌘
2
tL

2 kptk
2. With some algebraic manipulations provided in Appendix B, for ⌘t  1/2L, we arrive at

⌘t
4R

RX

r=1

Ekrf(bx(r)
t

)k2  E[f(ext)]� E[f(ext+1)] + ⌘
2
tLEkpt � p

t
k
2 + 2⌘tL

2Ekext � bxtk
2

+2⌘tL
2 1
R

RX

r=1

Ekbxt � bx(r)
t
k
2
. (6)

Under Assumptions 1 and 2, we have Ekpt � p
t
k
2


PR
r=1 �

2
r

bR2 . To bound Ekext � bxtk
2 in (6), we

first show (in Lemma 7 in Appendix B) that bxt � ext = 1
R

P
R

r=1 m
(r)
t

, i.e., the difference of the
true and the virtual parameter vectors is equal to the average memory, and then we bound the local
memory at each worker r 2 [R] below.

7Here we characterize the reduction in communication that can be afforded, however for a constant H we get
the same rate of convergence after T = ⌦

�
(bR)3/�4

�
. Analogous statements hold for Theorem 2-4.
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Lemma 3 (Bounded Memory). For ⌘t = ⌘, gap(IT )  H , we have for every t 2 Z+ that

Ekm(r)
t
k
2
 4 ⌘

2(1��
2)

�2 H
2
G

2
. (7)

Using Lemma 3, we get Ekext � bxtk
2


1
R

P
R

r=1 Ekm
(r)
t

k
2
 4⌘

2(1��
2)

�2 H
2
G

2. We can bound the

last term of (6) as 1
R

P
R

r=1 Ekbxt�bx(r)
t

k
2
 ⌘

2
G

2
H

2 in Lemma 9 in Appendix B. Putting them back
in (6), performing a telescopic sum from t = 0 to T � 1, and then taking an average over time, we get

1
RT

T�1X

t=0

RX

r=1

Ekrf(bx(r)
t

)k2 
4(E[f(ex0)]�f

⇤)
⌘T

+ 4⌘L
bR2

RX

r=1

�
2
r + 32 ⌘

2(1��
2)

�2 L
2
G

2
H

2 + 8⌘2
L

2
G

2
H

2
.

By letting ⌘ = bC/
p
T , where bC is a constant such that bCp

T


1
2L , we arrive at Theorem 1.

Proof outline of Theorem 2. Using the definition of virtual sequences (5), we have kext+1 � x⇤
k
2 =

kext � x⇤
� ⌘tpt

k
2 + ⌘

2
t
kpt � p

t
k
2
� 2⌘t hext � x⇤

� ⌘tpt
,pt � p

t
i. With some algebraic manipu-

lations provided in Appendix B, for ⌘t  1/4L and letting et = E[f(bxt)]� f
⇤, we get

Ekext+1 � x⇤
k
2


�
1� µ⌘t

2

�
Ekext � x⇤

k
2
�

⌘tµ

2L et + ⌘t

�
3µ
2 + 3L

�
Ekbxt � extk

2

+ 3⌘tL
R

RX

r=1

Ekbxt � bx(r)
t
k
2 + ⌘

2
t

PR
r=1 �

2
r

bR2 . (8)

To bound the 3rd term on the RHS of (63), first we note that bxt � ext =
1
R

P
R

r=1 m
(r)
t

, and then we
bound the local memory at each worker r 2 [R] below.

Lemma 4 (Memory Contraction). For a > 4H/�, ⌘t = ⇠/a+t, gap(IT )  H , there exists a
C �

4a�(1��
2)

a��4H such that the following holds for every t 2 Z+

Ekm(r)
t
k
2
 4

⌘
2
t

�2CH
2
G

2
. (9)

A proof of Lemma 4 is provided in Appendix B and is technically more involved than the proof
of Lemma 3. This complication arises because of the decaying learning rate, combined with
compression and local computation. We can bound the penultimate term on the RHS of (63) as
1
R

P
R

r=1 Ekbxt � bx(r)
t

k
2
 4⌘2

t
G

2
H

2. This can be shown along the lines of the proof of [31, Lemma
3.3] and we show it in Lemma 8 in Appendix B. Substituting all these in (63) gives

Ekext+1 � x⇤
k
2


�
1� µ⌘t

2

�
Ekext � x⇤

k
2
�

µ⌘t
2L et + ⌘t

�
3µ
2 + 3L

�
C

4⌘2
t

�2 G
2
H

2

+ (3⌘tL)4⌘
2
tLG

2
H

2 + ⌘
2
t

PR
r=1 �

2
r

bR2 . (10)

Since (10) is a contracting recurrence relation, with some calculation done in Appendix B, we
complete the proof of Theorem 2.

4 Asynchronous Qsparse-local-SGD

We propose and analyze a particular form of asynchronous operation where the workers synchronize
with the master at arbitrary times decided locally or by master picking a subset of nodes as in federated
learning [17, 22]. However, the local iterates evolve at the same rate, i.e. each worker takes the same
number of steps per unit time according to a global clock. The asynchrony is therefore that updates
occur after different number of local iterations but the local iterations are synchronous with respect to
the global clock.8

In this asynchronous setting, I(r)
T

’s may be different for different workers. However, we assume that
gap(I(r)

T
)  H holds for every r 2 [R], which means that there is a uniform bound on the maximum

delay in each worker’s update times. The algorithmic difference from Algorithm 1 is that, in this
case, a subset of workers (including a single worker) can send their updates to the master at their
synchronization time steps; master aggregates them, updates the global parameter vector, and sends
that only to those workers. Our algorithm is summarized in Algorithm 2 in Appendix C. We give the
simplified expressions of our main results below; more precise results are in Appendix C.

8This is different from asynchronous algorithms studied for stragglers [26, 41], where only one gradient step
is taken but occurs at different times due to delays.
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Theorem 3 (Convergence in the smooth non-convex case with fixed learning rate). Under the
same conditions as in Theorem 1 with gap(I(r)

T
)  H , if {bx(r)

t
}
T�1
t=0 is generated according to

Algorithm 2, the following holds, where E[f(x0)] � f
⇤
 J

2, �max = maxr2[R] �r, and bC2 =
bR(E[f(x0)]�f

⇤)/�2
max.

Ekrf(zT )k2  O

⇣
J�maxp

bRT

⌘
+O

⇣
J
2
bRG

2

�2
max�2T

(H2 +H
4)
⌘
. (11)

where zT is a random variable which samples a previous parameter bx(r)
t

with probability 1/RT . In
order to ensure that the compression does not affect the dominating terms while converging at a rate
of O

⇣
1/
p
bRT

⌘
, we would require H = O

�p
�T

1/8
/(bR)3/8

�
.

We give a precise result in Theorem 6 in Appendix C. Note that Theorem 3 provides non-asymptotic
guarantees, where compression is almost for “free”. The corresponding asymptotic result with
decaying learning rate, with a convergence rate of O( 1

log T
), is provided in Theorem 8 in Appendix C.

Theorem 4 (Convergence in the smooth and strongly convex case with decaying learning rate).
Under the same conditions as in Theorem 2 with gap(I(r)

T
)  H , a > max{4H/�, 32, H}, �max =

maxr2[R] �r, if {bx(r)
t

}
T�1
t=0 is generated according to Algorithm 2, the following holds:

E[f (xT )]� f
⇤
 O

⇣
G

2
H

3

µ2�3T3

⌘
+O

⇣
�
2
max

µ2bRT
+

H�
2
max

µ2bR�T2

⌘
+O

⇣
G

2

µ3�2T2 (H
2 +H

4)
⌘
. (12)

where xT , ST are as defined in Theorem 2. To ensure that the compression does not affect the dominat-
ing terms while converging at a rate of O (1/(bRT )), we would require H = O

�p
�(T/(bR))1/4

�
.

We give a more precise result in Theorem 7 in Appendix C. If I(r)
T

’s are the same for all the workers,
then one would ideally require that the bounds on H in the asynchronous setting reduce to the bounds
on H in the synchronous setting. This is not happening, as our bounds in the asynchronous setting
are for the worst case scenario – they hold as long as gap(I(r)

T
)  H , for every r 2 [R].

4.1 Proof Outlines

Our proofs of these results follow the same outlines of the corresponding proofs in the synchronous
setting, but some technical details change significantly. This is because, in our asynchronous setting,
workers are allowed to update the global parameter vector in between two consecutive synchronization
time steps of other workers. For example, unlike the synchronous setting, bxt � ext =

1
R

P
R

r=1 m
(r)
t

does not hold here; however, we can show that bxt � ext is equal to the sum of 1
R

P
R

r=1 m
(r)
t

and an
additional term, which leads to potentially a weaker bound Ekbxt � extk

2
 O

�
⌘
2
t/�2G

2(H2 +H
4)
�

(vs. O
�
⌘
2
t/�2G

2
H

2
�

for the synchronous setting), proved in Lemma 13-14 in Appendix C. Similarly,
the proof of the average true sequence being close to the virtual sequence requires carefully chosen
reference points on the global parameter sequence lying within bounded steps of the local parameters.
We show a bound on 1

R

P
R

r=1 Ekbxt � bx(r)
t

k
2
 O(⌘2

t
G

2(H2 + H
4
/�2), which is weaker than the

corresponding bound O(⌘2
t
G

2
H

2) for the synchronous setting, in Lemma 11-12 in Appendix C.

5 Experiments

Experiment setup: We train ResNet-50 [13] (which has d = 25, 610, 216 parameters) on ImageNet
dataset, using 8 NVIDIA Tesla V100 GPUs. We use a learning rate schedule consisting of 5 epochs of
linear warmup, followed by a piecewise decay of 0.1 at epochs 30, 60 and 80, with a batch size of 256
per GPU. For experiments, we focus on SGD with momentum of 0.9, applied on the local iterations
of the workers. We build our compression scheme into the Horovod framework [28].9 We use
SignTopk (as in Lemma 2) as our composed operator. In Topk, we only update kt = min(dt, 1000)
elements per step for each tensor t, where dt is the number of elements in the tensor. For ResNet-50
architecture, this amounts to updating a total of k = 99, 400 elements per step. We also perform
analogous experiments on the MNIST [19] handwritten digits dataset for softmax regression with a
standard `2 regularizer, using the synchronous operation of Qsparse-local-SGD with 15 workers, and

9Our implementation is available at https://github.com/karakusc/horovod/tree/qsparselocal.
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a decaying learning rate as proposed in Theorem 2, the details of which are provided in Appendix D.10

Results: Figure 1 compares the performance of SignTopk-SGD (which employs the 1 bit sign quan-
tizer and the Topk sparsifier) with error compensation (SignTopK) against (i) Topk SGD with error
compensation (TopK-SGD), (ii) SignSGD with error compensation (EF-SIGNSGD), and (iii) vanilla
SGD (SGD). All of these are specializations of Qsparse-local-SGD. Furthermore, SignTopK_hL
uses a synchronization period of h; same applies for other schemes. From Figure 1a, we observe that
quantization and sparsification, both individually and combined, with error compensation, has almost
no penalty in terms of convergence rate, with respect to vanilla SGD. We observe that SignTopK
demonstrates superior performance over EF-SIGNSGD, TopK-SGD, as well as vanilla SGD, both
in terms of the required number of communicated bits for achieving a certain target loss as well as
test accuracy. This is because in SignTopK, we send only 1 bit for the sign of each Topk coordinate,
along with its location. Observe that the incorporation of local iterations in Figure 1a has very little
impact on the convergence rates, as compared to vanilla SGD with the same number of local iterations.
Furthermore, this provides an added advantage over SignTopK, in terms of savings (by a factor of 6
to 8 times on average) in communication bits for achieving a certain target loss; see Figure 1b.

(a) Training loss vs epochs (b) Training loss vs log2 of
communication budget

(c) top-1 accuracy [18] for
schemes in Figure 1a

(d) top-5 accuracy [18] for
schemes in Figure 1a

Figure 1 Figure 1a-1d demonstrate performance gains of our of our scheme in comparison with local SGD [31],
EF-SIGNSGD [15] and TopK-SGD [4, 30] in a non-convex setting for synchronous updates.

Figure 1c and Figure 1d show the top-1, and top-5 convergence rates,11respectively, with respect
to the total number of bits of communication used. We observe that Qsparse-local-SGD combines
the bit savings of the deterministic sign based operator and aggressive sparsifier, with infrequent
communication; thereby, outperforming the cases where these techniques are individually used. In
particular, the required number of bits to achieve the same loss or accuracy in the case of Qsparse-
local-SGD is around 1/16 in comparison with TopK-SGD and over 1000⇥ less than vanilla SGD.

(a) Training loss vs epochs (b) Training loss vs log2 of communication
budget

(c) top-1 accuracy [18] for schemes in
Figure 2a

Figure 2 Figure 2a-2c demonstrate the performance gains of our scheme in a convex setting.

Figure 2b and 2c makes similar comparisons in the convex setting, and shows that for a test error
approximately 0.1, Qsparse-local-SGD combines the benefits of the composed operator SignTop

k
,

with local computations, and needs 10-15 times less bits than TopK-SGD and 1000⇥ less bits than
vanilla SGD. Also in Figure 2a, we observe that both TopK-SGD and SignTopK_8L (SignTopK with
8 local iterations) converge at rates which are almost similar to that of their corresponding local SGD
counterpart. Our experiments in both non-convex and convex settings verify that error compensation
through memory can be used to mitigate not only the missing components from updates in previous
synchronization rounds, but also explicit quantization error.

10Further numerics demonstrating the performance of Qsparse-local-SGD for the composition of a stochastic
quantizer with a sparsifier, as compared to SignTopk and other standard baselines can be found in [6].

11top-i refers to the accuracy of the top i predictions by the model from the list of possible classes; see [18].
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