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Introduction

Spatial Transformer Networks

A spatial transformer that crops out and scale-normalizes the appropriate region can simplify the subsequent 

classification task, and lead to superior classification performance

Spatial Transformer Networks, NIPS 2015, M Jaderberg et al.



Introduction

Heterogeneous Graph

Heterogeneous graph is a graph which contains different types of nodes and edges



Introduction

Meta-path
A meta-path is a path consisting of a sequence of relations defined between different object types 

Heterogeneous Graph Attention Network, WWW 2019, Xiao Wang et al.



Introduction

Transform a Graph into new Graphs using Meta-Paths

Previous works about graph neural networks leveraged useful meta-path which selected manually 

by domain experts.

Deep Collective Classification in Heterogeneous Information Networks, WWW 2018, Yizhou Zhang et al.



Introduction

Transform a Graph into new Graphs using Meta-Paths

Previous works about graph neural networks leveraged useful meta-path which selected manually 

by domain experts.

Deep Collective Classification in Heterogeneous Information Networks, WWW 2018, Yizhou Zhang et al.

Can model learn to transform an original graph into a new graph which involves only useful connections 

for task?



Introduction

Multiplication of Adjacency Matrices for Generating Meta-Paths
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Methods

Graph Transformer Layer

Graph Transformer Layer (GTL) softly selects adjacency matrices (edge types) from the set of 

adjacency matrices and generate a new meta-path graph via the matrix multiplication of two 

selected adjacency matrices.



Methods

Graph Transformer Networks

Graph Transformer Networks (GTNs) learn to generate a set of new meta-path adjacency

matrices using GT layers and perform graph convolution as in GCNs on the new graph 

structures. 



Experiments

Q1) Are the new graph structures generated by GTN effective for learning node 

representation?

- Graph Transformer Networks (GTNs) achieves the highest performance on all the 

datasets against all network embedding methods and graph neural network methods

- GTNs performs better than HAN which uses the pre-defined meta paths.



Experiments

Q2) Can GTN adaptively produce a variable length of meta-paths depending on 

datasets?

- By assigning higher attention scores to the identity matrix (I), GTN tries to stick to the shorter 

meta-paths even in the deeper layer. 

- GTN has ability to adaptively learn most effective meta-path length depending on the dataset

The attention score of adjacency matrix (edge type) from each Graph Transformer Layer

DBLP IMDB



Experiments

Q3) How can we interpret the importance of each meta-path from the adjacency 

matrix generated by GTNs?

Comparison with predefined paths and top-ranked meta-paths by GTNs

- The predefined meta-paths by domain knowledge are consistently top-ranked by 

GTNs as well. 

- Our GTNs are capable to learn the importance of meta-paths for tasks



Future Work

Scalability

Inductive representation learning on large graphs, NIPS 2017, Hamilton Will et al.


