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h✓
<latexit sha1_base64="nJCkplJFkGAcorn+PagLacqPyQA=">AAAB8XicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cK9gPbUDbbSbN0swm7E6GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpDi2eyER3A2ZACgUtFCihm2pgcSChE4xvZ37nCbQRiXrASQp+zEZKhIIztNJjNMj7GAGy6aBac+vuHHSVeAWpkQLNQfWrP0x4FoNCLpkxPc9N0c+ZRsElTCv9zEDK+JiNoGepYjEYP59fPKVnVhnSMNG2FNK5+nsiZ7ExkziwnTHDyCx7M/E/r5dheO3nQqUZguKLRWEmKSZ09j4dCg0c5cQSxrWwt1IeMc042pAqNgRv+eVV0r6oe27du7+sNW6KOMrkhJySc+KRK9Igd6RJWoQTRZ7JK3lzjPPivDsfi9aSU8wckz9wPn8A6dORDw==</latexit><latexit sha1_base64="nJCkplJFkGAcorn+PagLacqPyQA=">AAAB8XicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cK9gPbUDbbSbN0swm7E6GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpDi2eyER3A2ZACgUtFCihm2pgcSChE4xvZ37nCbQRiXrASQp+zEZKhIIztNJjNMj7GAGy6aBac+vuHHSVeAWpkQLNQfWrP0x4FoNCLpkxPc9N0c+ZRsElTCv9zEDK+JiNoGepYjEYP59fPKVnVhnSMNG2FNK5+nsiZ7ExkziwnTHDyCx7M/E/r5dheO3nQqUZguKLRWEmKSZ09j4dCg0c5cQSxrWwt1IeMc042pAqNgRv+eVV0r6oe27du7+sNW6KOMrkhJySc+KRK9Igd6RJWoQTRZ7JK3lzjPPivDsfi9aSU8wckz9wPn8A6dORDw==</latexit><latexit sha1_base64="nJCkplJFkGAcorn+PagLacqPyQA=">AAAB8XicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cK9gPbUDbbSbN0swm7E6GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpDi2eyER3A2ZACgUtFCihm2pgcSChE4xvZ37nCbQRiXrASQp+zEZKhIIztNJjNMj7GAGy6aBac+vuHHSVeAWpkQLNQfWrP0x4FoNCLpkxPc9N0c+ZRsElTCv9zEDK+JiNoGepYjEYP59fPKVnVhnSMNG2FNK5+nsiZ7ExkziwnTHDyCx7M/E/r5dheO3nQqUZguKLRWEmKSZ09j4dCg0c5cQSxrWwt1IeMc042pAqNgRv+eVV0r6oe27du7+sNW6KOMrkhJySc+KRK9Igd6RJWoQTRZ7JK3lzjPPivDsfi9aSU8wckz9wPn8A6dORDw==</latexit><latexit sha1_base64="nJCkplJFkGAcorn+PagLacqPyQA=">AAAB8XicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cK9gPbUDbbSbN0swm7E6GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpDi2eyER3A2ZACgUtFCihm2pgcSChE4xvZ37nCbQRiXrASQp+zEZKhIIztNJjNMj7GAGy6aBac+vuHHSVeAWpkQLNQfWrP0x4FoNCLpkxPc9N0c+ZRsElTCv9zEDK+JiNoGepYjEYP59fPKVnVhnSMNG2FNK5+nsiZ7ExkziwnTHDyCx7M/E/r5dheO3nQqUZguKLRWEmKSZ09j4dCg0c5cQSxrWwt1IeMc042pAqNgRv+eVV0r6oe27du7+sNW6KOMrkhJySc+KRK9Igd6RJWoQTRZ7JK3lzjPPivDsfi9aSU8wckz9wPn8A6dORDw==</latexit>
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✓2
<latexit sha1_base64="7/pSNJ56+9MBYfOPbWbW9A9Ekos=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DHoxWME84BkCbOTTjJk9uFMrxCW/IQXD4p49Xe8+TdOkj1oYkFDUdVNd1eQKGnIdb+dtfWNza3twk5xd2//4LB0dNw0caoFNkSsYt0OuEElI2yQJIXtRCMPA4WtYHw781tPqI2MoweaJOiHfBjJgRScrNTu0giJ96q9UtmtuHOwVeLlpAw56r3SV7cfizTEiITixnQ8NyE/45qkUDgtdlODCRdjPsSOpREP0fjZ/N4pO7dKnw1ibSsiNld/T2Q8NGYSBrYz5DQyy95M/M/rpDS49jMZJSlhJBaLBqliFLPZ86wvNQpSE0u40NLeysSIay7IRlS0IXjLL6+SZrXiuRXv/rJcu8njKMApnMEFeHAFNbiDOjRAgIJneIU359F5cd6dj0XrmpPPnMAfOJ8/zuuPzQ==</latexit><latexit sha1_base64="7/pSNJ56+9MBYfOPbWbW9A9Ekos=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DHoxWME84BkCbOTTjJk9uFMrxCW/IQXD4p49Xe8+TdOkj1oYkFDUdVNd1eQKGnIdb+dtfWNza3twk5xd2//4LB0dNw0caoFNkSsYt0OuEElI2yQJIXtRCMPA4WtYHw781tPqI2MoweaJOiHfBjJgRScrNTu0giJ96q9UtmtuHOwVeLlpAw56r3SV7cfizTEiITixnQ8NyE/45qkUDgtdlODCRdjPsSOpREP0fjZ/N4pO7dKnw1ibSsiNld/T2Q8NGYSBrYz5DQyy95M/M/rpDS49jMZJSlhJBaLBqliFLPZ86wvNQpSE0u40NLeysSIay7IRlS0IXjLL6+SZrXiuRXv/rJcu8njKMApnMEFeHAFNbiDOjRAgIJneIU359F5cd6dj0XrmpPPnMAfOJ8/zuuPzQ==</latexit><latexit sha1_base64="7/pSNJ56+9MBYfOPbWbW9A9Ekos=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DHoxWME84BkCbOTTjJk9uFMrxCW/IQXD4p49Xe8+TdOkj1oYkFDUdVNd1eQKGnIdb+dtfWNza3twk5xd2//4LB0dNw0caoFNkSsYt0OuEElI2yQJIXtRCMPA4WtYHw781tPqI2MoweaJOiHfBjJgRScrNTu0giJ96q9UtmtuHOwVeLlpAw56r3SV7cfizTEiITixnQ8NyE/45qkUDgtdlODCRdjPsSOpREP0fjZ/N4pO7dKnw1ibSsiNld/T2Q8NGYSBrYz5DQyy95M/M/rpDS49jMZJSlhJBaLBqliFLPZ86wvNQpSE0u40NLeysSIay7IRlS0IXjLL6+SZrXiuRXv/rJcu8njKMApnMEFeHAFNbiDOjRAgIJneIU359F5cd6dj0XrmpPPnMAfOJ8/zuuPzQ==</latexit><latexit sha1_base64="7/pSNJ56+9MBYfOPbWbW9A9Ekos=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DHoxWME84BkCbOTTjJk9uFMrxCW/IQXD4p49Xe8+TdOkj1oYkFDUdVNd1eQKGnIdb+dtfWNza3twk5xd2//4LB0dNw0caoFNkSsYt0OuEElI2yQJIXtRCMPA4WtYHw781tPqI2MoweaJOiHfBjJgRScrNTu0giJ96q9UtmtuHOwVeLlpAw56r3SV7cfizTEiITixnQ8NyE/45qkUDgtdlODCRdjPsSOpREP0fjZ/N4pO7dKnw1ibSsiNld/T2Q8NGYSBrYz5DQyy95M/M/rpDS49jMZJSlhJBaLBqliFLPZ86wvNQpSE0u40NLeysSIay7IRlS0IXjLL6+SZrXiuRXv/rJcu8njKMApnMEFeHAFNbiDOjRAgIJneIU359F5cd6dj0XrmpPPnMAfOJ8/zuuPzQ==</latexit>

✓ 1 <latexit sha1_base64="SrHi+Al9vauGKXsHgyllQXQrrvk=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOepMhsw9neoUQ8hNePCji1d/x5t84SfagiQUNRVU33V1BqqQh1/12CmvrG5tbxe3Szu7e/kH58KhpkkwLbIhEJbodcINKxtggSQrbqUYeBQpbweh25reeUBuZxA80TtGP+CCWoRScrNTu0hCJ97xeueJW3TnYKvFyUoEc9V75q9tPRBZhTEJxYzqem5I/4ZqkUDgtdTODKRcjPsCOpTGP0PiT+b1TdmaVPgsTbSsmNld/T0x4ZMw4CmxnxGlolr2Z+J/XySi89icyTjPCWCwWhZlilLDZ86wvNQpSY0u40NLeysSQay7IRlSyIXjLL6+S5kXVc6ve/WWldpPHUYQTOIVz8OAKanAHdWiAAAXP8ApvzqPz4rw7H4vWgpPPHMMfOJ8/zWePzA==</latexit><latexit sha1_base64="SrHi+Al9vauGKXsHgyllQXQrrvk=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOepMhsw9neoUQ8hNePCji1d/x5t84SfagiQUNRVU33V1BqqQh1/12CmvrG5tbxe3Szu7e/kH58KhpkkwLbIhEJbodcINKxtggSQrbqUYeBQpbweh25reeUBuZxA80TtGP+CCWoRScrNTu0hCJ97xeueJW3TnYKvFyUoEc9V75q9tPRBZhTEJxYzqem5I/4ZqkUDgtdTODKRcjPsCOpTGP0PiT+b1TdmaVPgsTbSsmNld/T0x4ZMw4CmxnxGlolr2Z+J/XySi89icyTjPCWCwWhZlilLDZ86wvNQpSY0u40NLeysSQay7IRlSyIXjLL6+S5kXVc6ve/WWldpPHUYQTOIVz8OAKanAHdWiAAAXP8ApvzqPz4rw7H4vWgpPPHMMfOJ8/zWePzA==</latexit><latexit sha1_base64="SrHi+Al9vauGKXsHgyllQXQrrvk=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOepMhsw9neoUQ8hNePCji1d/x5t84SfagiQUNRVU33V1BqqQh1/12CmvrG5tbxe3Szu7e/kH58KhpkkwLbIhEJbodcINKxtggSQrbqUYeBQpbweh25reeUBuZxA80TtGP+CCWoRScrNTu0hCJ97xeueJW3TnYKvFyUoEc9V75q9tPRBZhTEJxYzqem5I/4ZqkUDgtdTODKRcjPsCOpTGP0PiT+b1TdmaVPgsTbSsmNld/T0x4ZMw4CmxnxGlolr2Z+J/XySi89icyTjPCWCwWhZlilLDZ86wvNQpSY0u40NLeysSQay7IRlSyIXjLL6+S5kXVc6ve/WWldpPHUYQTOIVz8OAKanAHdWiAAAXP8ApvzqPz4rw7H4vWgpPPHMMfOJ8/zWePzA==</latexit><latexit sha1_base64="SrHi+Al9vauGKXsHgyllQXQrrvk=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOepMhsw9neoUQ8hNePCji1d/x5t84SfagiQUNRVU33V1BqqQh1/12CmvrG5tbxe3Szu7e/kH58KhpkkwLbIhEJbodcINKxtggSQrbqUYeBQpbweh25reeUBuZxA80TtGP+CCWoRScrNTu0hCJ97xeueJW3TnYKvFyUoEc9V75q9tPRBZhTEJxYzqem5I/4ZqkUDgtdTODKRcjPsCOpTGP0PiT+b1TdmaVPgsTbSsmNld/T0x4ZMw4CmxnxGlolr2Z+J/XySi89icyTjPCWCwWhZlilLDZ86wvNQpSY0u40NLeysSQay7IRlSyIXjLL6+S5kXVc6ve/WWldpPHUYQTOIVz8OAKanAHdWiAAAXP8ApvzqPz4rw7H4vWgpPPHMMfOJ8/zWePzA==</latexit>
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<latexit sha1_base64="sEfrZCRNHJ1LHhcgS2bOY0dpI5M=">AAAB73icbVBNS8NAEJ3Ur1q/qh69BIvgqSQq6LHoxWMFWwttKJvtpF262cTdiVBK/4QXD4p49e9489+4bXPQ1gcDj/dmmJkXplIY8rxvp7Cyura+UdwsbW3v7O6V9w+aJsk0xwZPZKJbITMohcIGCZLYSjWyOJT4EA5vpv7DE2ojEnVPoxSDmPWViARnZKVWhwZIrHveLVe8qjeDu0z8nFQgR71b/ur0Ep7FqIhLZkzb91IKxkyT4BInpU5mMGV8yPrYtlSxGE0wnt07cU+s0nOjRNtS5M7U3xNjFhszikPbGTMamEVvKv7ntTOKroKxUGlGqPh8UZRJlxJ3+rzbExo5yZEljGthb3X5gGnGyUZUsiH4iy8vk+ZZ1feq/t1FpXadx1GEIziGU/DhEmpwC3VoAAcJz/AKb86j8+K8Ox/z1oKTzxzCHzifP9Bvj84=</latexit><latexit sha1_base64="sEfrZCRNHJ1LHhcgS2bOY0dpI5M=">AAAB73icbVBNS8NAEJ3Ur1q/qh69BIvgqSQq6LHoxWMFWwttKJvtpF262cTdiVBK/4QXD4p49e9489+4bXPQ1gcDj/dmmJkXplIY8rxvp7Cyura+UdwsbW3v7O6V9w+aJsk0xwZPZKJbITMohcIGCZLYSjWyOJT4EA5vpv7DE2ojEnVPoxSDmPWViARnZKVWhwZIrHveLVe8qjeDu0z8nFQgR71b/ur0Ep7FqIhLZkzb91IKxkyT4BInpU5mMGV8yPrYtlSxGE0wnt07cU+s0nOjRNtS5M7U3xNjFhszikPbGTMamEVvKv7ntTOKroKxUGlGqPh8UZRJlxJ3+rzbExo5yZEljGthb3X5gGnGyUZUsiH4iy8vk+ZZ1feq/t1FpXadx1GEIziGU/DhEmpwC3VoAAcJz/AKb86j8+K8Ox/z1oKTzxzCHzifP9Bvj84=</latexit><latexit sha1_base64="sEfrZCRNHJ1LHhcgS2bOY0dpI5M=">AAAB73icbVBNS8NAEJ3Ur1q/qh69BIvgqSQq6LHoxWMFWwttKJvtpF262cTdiVBK/4QXD4p49e9489+4bXPQ1gcDj/dmmJkXplIY8rxvp7Cyura+UdwsbW3v7O6V9w+aJsk0xwZPZKJbITMohcIGCZLYSjWyOJT4EA5vpv7DE2ojEnVPoxSDmPWViARnZKVWhwZIrHveLVe8qjeDu0z8nFQgR71b/ur0Ep7FqIhLZkzb91IKxkyT4BInpU5mMGV8yPrYtlSxGE0wnt07cU+s0nOjRNtS5M7U3xNjFhszikPbGTMamEVvKv7ntTOKroKxUGlGqPh8UZRJlxJ3+rzbExo5yZEljGthb3X5gGnGyUZUsiH4iy8vk+ZZ1feq/t1FpXadx1GEIziGU/DhEmpwC3VoAAcJz/AKb86j8+K8Ox/z1oKTzxzCHzifP9Bvj84=</latexit><latexit sha1_base64="sEfrZCRNHJ1LHhcgS2bOY0dpI5M=">AAAB73icbVBNS8NAEJ3Ur1q/qh69BIvgqSQq6LHoxWMFWwttKJvtpF262cTdiVBK/4QXD4p49e9489+4bXPQ1gcDj/dmmJkXplIY8rxvp7Cyura+UdwsbW3v7O6V9w+aJsk0xwZPZKJbITMohcIGCZLYSjWyOJT4EA5vpv7DE2ojEnVPoxSDmPWViARnZKVWhwZIrHveLVe8qjeDu0z8nFQgR71b/ur0Ep7FqIhLZkzb91IKxkyT4BInpU5mMGV8yPrYtlSxGE0wnt07cU+s0nOjRNtS5M7U3xNjFhszikPbGTMamEVvKv7ntTOKroKxUGlGqPh8UZRJlxJ3+rzbExo5yZEljGthb3X5gGnGyUZUsiH4iy8vk+ZZ1feq/t1FpXadx1GEIziGU/DhEmpwC3VoAAcJz/AKb86j8+K8Ox/z1oKTzxzCHzifP9Bvj84=</latexit> g✓
<latexit sha1_base64="WxLPXO2YUQzVsGGHMYss0Hwf5vM=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+4FtKJvttF262YTdiVBC/4UXD4p49d9489+4bXPQ1gcDj/dmmJkXJlIY8rxvp7C2vrG5Vdwu7ezu7R+UD4+aJk41xwaPZazbITMohcIGCZLYTjSyKJTYCse3M7/1hNqIWD3QJMEgYkMlBoIzstLjsJd1aYTEpr1yxat6c7irxM9JBXLUe+Wvbj/maYSKuGTGdHwvoSBjmgSXOC11U4MJ42M2xI6likVogmx+8dQ9s0rfHcTaliJ3rv6eyFhkzCQKbWfEaGSWvZn4n9dJaXAdZEIlKaHii0WDVLoUu7P33b7QyElOLGFcC3ury0dMM042pJINwV9+eZU0L6q+V/XvLyu1mzyOIpzAKZyDD1dQgzuoQwM4KHiGV3hzjPPivDsfi9aCk88cwx84nz/oRpEO</latexit><latexit sha1_base64="WxLPXO2YUQzVsGGHMYss0Hwf5vM=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+4FtKJvttF262YTdiVBC/4UXD4p49d9489+4bXPQ1gcDj/dmmJkXJlIY8rxvp7C2vrG5Vdwu7ezu7R+UD4+aJk41xwaPZazbITMohcIGCZLYTjSyKJTYCse3M7/1hNqIWD3QJMEgYkMlBoIzstLjsJd1aYTEpr1yxat6c7irxM9JBXLUe+Wvbj/maYSKuGTGdHwvoSBjmgSXOC11U4MJ42M2xI6likVogmx+8dQ9s0rfHcTaliJ3rv6eyFhkzCQKbWfEaGSWvZn4n9dJaXAdZEIlKaHii0WDVLoUu7P33b7QyElOLGFcC3ury0dMM042pJINwV9+eZU0L6q+V/XvLyu1mzyOIpzAKZyDD1dQgzuoQwM4KHiGV3hzjPPivDsfi9aCk88cwx84nz/oRpEO</latexit><latexit sha1_base64="WxLPXO2YUQzVsGGHMYss0Hwf5vM=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+4FtKJvttF262YTdiVBC/4UXD4p49d9489+4bXPQ1gcDj/dmmJkXJlIY8rxvp7C2vrG5Vdwu7ezu7R+UD4+aJk41xwaPZazbITMohcIGCZLYTjSyKJTYCse3M7/1hNqIWD3QJMEgYkMlBoIzstLjsJd1aYTEpr1yxat6c7irxM9JBXLUe+Wvbj/maYSKuGTGdHwvoSBjmgSXOC11U4MJ42M2xI6likVogmx+8dQ9s0rfHcTaliJ3rv6eyFhkzCQKbWfEaGSWvZn4n9dJaXAdZEIlKaHii0WDVLoUu7P33b7QyElOLGFcC3ury0dMM042pJINwV9+eZU0L6q+V/XvLyu1mzyOIpzAKZyDD1dQgzuoQwM4KHiGV3hzjPPivDsfi9aCk88cwx84nz/oRpEO</latexit><latexit sha1_base64="WxLPXO2YUQzVsGGHMYss0Hwf5vM=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+4FtKJvttF262YTdiVBC/4UXD4p49d9489+4bXPQ1gcDj/dmmJkXJlIY8rxvp7C2vrG5Vdwu7ezu7R+UD4+aJk41xwaPZazbITMohcIGCZLYTjSyKJTYCse3M7/1hNqIWD3QJMEgYkMlBoIzstLjsJd1aYTEpr1yxat6c7irxM9JBXLUe+Wvbj/maYSKuGTGdHwvoSBjmgSXOC11U4MJ42M2xI6likVogmx+8dQ9s0rfHcTaliJ3rv6eyFhkzCQKbWfEaGSWvZn4n9dJaXAdZEIlKaHii0WDVLoUu7P33b7QyElOLGFcC3ury0dMM042pJINwV9+eZU0L6q+V/XvLyu1mzyOIpzAKZyDD1dQgzuoQwM4KHiGV3hzjPPivDsfi9aCk88cwx84nz/oRpEO</latexit>
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�
<latexit sha1_base64="8MzdY9xWePsViGumrVRX3IPm9UE=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMFWwttKJvtpF262YTdiVBCf4MXD4p49Qd589+4bXPQ1gcDj/dmmJkXplIY8rxvp7S2vrG5Vd6u7Ozu7R9UD4/aJsk0xxZPZKI7ITMohcIWCZLYSTWyOJT4GI5vZ/7jE2ojEvVAkxSDmA2ViARnZKVWL0Ri/WrNq3tzuKvEL0gNCjT71a/eIOFZjIq4ZMZ0fS+lIGeaBJc4rfQygynjYzbErqWKxWiCfH7s1D2zysCNEm1LkTtXf0/kLDZmEoe2M2Y0MsveTPzP62YUXQe5UGlGqPhiUZRJlxJ39rk7EBo5yYkljGthb3X5iGnGyeZTsSH4yy+vkvZF3ffq/v1lrXFTxFGGEziFc/DhChpwB01oAQcBz/AKb45yXpx352PRWnKKmWP4A+fzB8PWjqQ=</latexit><latexit sha1_base64="8MzdY9xWePsViGumrVRX3IPm9UE=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMFWwttKJvtpF262YTdiVBCf4MXD4p49Qd589+4bXPQ1gcDj/dmmJkXplIY8rxvp7S2vrG5Vd6u7Ozu7R9UD4/aJsk0xxZPZKI7ITMohcIWCZLYSTWyOJT4GI5vZ/7jE2ojEvVAkxSDmA2ViARnZKVWL0Ri/WrNq3tzuKvEL0gNCjT71a/eIOFZjIq4ZMZ0fS+lIGeaBJc4rfQygynjYzbErqWKxWiCfH7s1D2zysCNEm1LkTtXf0/kLDZmEoe2M2Y0MsveTPzP62YUXQe5UGlGqPhiUZRJlxJ39rk7EBo5yYkljGthb3X5iGnGyeZTsSH4yy+vkvZF3ffq/v1lrXFTxFGGEziFc/DhChpwB01oAQcBz/AKb45yXpx352PRWnKKmWP4A+fzB8PWjqQ=</latexit><latexit sha1_base64="8MzdY9xWePsViGumrVRX3IPm9UE=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMFWwttKJvtpF262YTdiVBCf4MXD4p49Qd589+4bXPQ1gcDj/dmmJkXplIY8rxvp7S2vrG5Vd6u7Ozu7R9UD4/aJsk0xxZPZKI7ITMohcIWCZLYSTWyOJT4GI5vZ/7jE2ojEvVAkxSDmA2ViARnZKVWL0Ri/WrNq3tzuKvEL0gNCjT71a/eIOFZjIq4ZMZ0fS+lIGeaBJc4rfQygynjYzbErqWKxWiCfH7s1D2zysCNEm1LkTtXf0/kLDZmEoe2M2Y0MsveTPzP62YUXQe5UGlGqPhiUZRJlxJ39rk7EBo5yYkljGthb3X5iGnGyeZTsSH4yy+vkvZF3ffq/v1lrXFTxFGGEziFc/DhChpwB01oAQcBz/AKb45yXpx352PRWnKKmWP4A+fzB8PWjqQ=</latexit><latexit sha1_base64="8MzdY9xWePsViGumrVRX3IPm9UE=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMFWwttKJvtpF262YTdiVBCf4MXD4p49Qd589+4bXPQ1gcDj/dmmJkXplIY8rxvp7S2vrG5Vd6u7Ozu7R9UD4/aJsk0xxZPZKI7ITMohcIWCZLYSTWyOJT4GI5vZ/7jE2ojEvVAkxSDmA2ViARnZKVWL0Ri/WrNq3tzuKvEL0gNCjT71a/eIOFZjIq4ZMZ0fS+lIGeaBJc4rfQygynjYzbErqWKxWiCfH7s1D2zysCNEm1LkTtXf0/kLDZmEoe2M2Y0MsveTPzP62YUXQe5UGlGqPhiUZRJlxJ39rk7EBo5yYkljGthb3X5iGnGyeZTsSH4yy+vkvZF3ffq/v1lrXFTxFGGEziFc/DhChpwB01oAQcBz/AKb45yXpx352PRWnKKmWP4A+fzB8PWjqQ=</latexit>

Assignment

Figure 2: The PEM model for 3 agents and 2 tasks, arrows of interactions are only drawn for 2 agents
each with one task, and one interaction of the two tasks. Agents are in cold (blue/green) colors, tasks
are in warm (red/orange) colors.

A The Positional Embedding Model463

A more complete illustration of the PEM model is reported in Fig. 2.464

Algorithm 1 Structured Prediction RL algorithm - Worker thread
// p is the number of correlated steps, � the exploration standard deviation
// We denote by Queuep a queue of fixed size p. We assume we can sum all the elements in it.
T  0
repeat

Start new a episode, t 0
for all agent i and task j do

Init noise history for the linear part to 0: noise_hist_lin(i, j) = Queuep(0)
end for
for all pair of task j, k do

Init noise history for the quadratic part to 0: noise_hist_quad(j, k) = Queuep(0)
end for
repeat

Observe state st

for all agent i and task j do
Compute h✓(i, j, st) using the network
Sample the actual action Hi,j(st) ⇠ N

⇣
h✓(i, j, st) +

P
noise_hist_lin(i, j), �

p

⌘

Store the current noise noise_hist_lin(i, j).append(Hi,j(st)� h✓(i, j, st))
Compute µi,j(st) the contribution of the agent to the task
Compute uj(st) the capacity of the task

end for
for all pair of task j, k do

Compute g✓(j, k, st) using the network
Sample the actual action Gj,k(st) ⇠ N

⇣
g✓(j, k, st) +

P
noise_hist_quad(j, k), �

p

⌘

Store the current noise noise_hist_quad(j, k).append(Gj,k(st)� g✓(j, k, st))
end for
Compute the assignment using the constrained optimizer �  solve(H, G, µ, u)
Execute the assignment in the environment, observe reward rt

The policy is ⇡(st) = [h✓(st), g✓(st)], and the action a(st) = [H, G]
Send to the learner thread (⇡(st), a(st), st, rt)
t t + 1
T  T + 1

until Episode ends
until T > Tmax
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Algorithm 2 Structured Prediction RL algorithm - Learner thread
// p is the number of correlated steps, N is the return length we use, � the exploration standard
deviation
� is the discount factor, � is the policy weight
repeat

Reset gradients d✓  0
Receive N consecutive samples from a worker thread [(⇡1, a1, s1, r1), . . . , (⇡N , aN , sN , rN )]

R =

⇢
0 if sN is terminal
V (sN , ✓) otherwise

for t = N � 1 to 1 do

R =

⇢
rt if st is terminal
rt + �R otherwise

Accumulate value loss d✓  d✓ +r✓ (|R� V (st, ✓)|)
Compute advantage At  R� V (st)
Compute new policy ⇡new,t(st, ✓) using the network
Compute likelihood of action according to old policy (assuming at ⇠ N (⇡t, �)) lold  
NormalPDF(at, ⇡t, �)
Compute likelihood according to new policy (assuming at ⇠ N (⇡new,t, �)) lnew  
NormalPDF(at, ⇡new,t, �)
Compute importance ratio ir  lnew

lold

Accumulate policy loss d✓  d✓ + �r✓(ir ⇤A ⇤ log(lnew))
end for
Take an optimization step according to d✓.

until training ends

B Formal description of the training algorithm465

In the experiments of this paper, we chose to build upon A2C with continuous actions, but in principle,466

any continuous policy-gradient algorithm could be used. The pseudo-code of the learning algorithm467

is presented in Algorithm 1 for the worker threads and Algorithm 2 for the learning threads.468

C Search and rescue Experimental Setup469

Figure 3: Search and rescue environment, with 5 ambulances and 10 victims.

C.1 Details of the Problem470

We consider a search and rescue problem on a 16x16 grid. Each ambulance can move in any of471

the 8 adjacent cell at each step, and is assumed to be able to pick-up an infinite number of victims.472

At the beginning of each episode, m victims and n ambulances are spawned uniformly at random473

on the grid. An ambulance picks up a victim as soon as it reaches its cell, regardless of whether474

this ambulance was effectively assigned to that victim or if it visited the cell contingently. When it475

happens, the state of the victim changes to reflect the fact that that task is solved, yet nothing prevents476

the agent to keep assigning ambulances to it.477
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C.2 Training478

We optimize the hyper-parameters of the learning procedure using a random search. We sample 128479

sets of hyper-parameters for each combination of model/scenario, and we train the models during480

8 hours on a Nvidia Volta. We report the performance of the best performing model after training481

according to the average reward on training problems. The parameters that were tuned are the482

following: learning rate of the value network (we sample c 2 [0, 5], uniformly at random, and use483

10�c), the learning rate of the policy network (same sampling), the variance of the random policy484

(uniformly in [0.1, 2]), the number of correlated steps in the exploration (uniformly in [1, 10]), the485

number of steps of the n-step return (uniformly in [2, 5]), and the optimization algorithm (SGD or486

Adam [16]).487

C.3 Optimal algorithm488

For the small instances of the problem, it is possible to use an exact algorithm (topline) that solves489

the Multi-Vehicle Routing Problem exactly. To do it efficiently, we first pre-compute for each subset490

of victims (there are 2m possible subsets), the shortest path to visit them all, starting from each of the491

victims of the subset (that is, if a subset contains 5 victims, we compute the 5 shortest paths that go492

through all of them starting from each of the victims). This pre-computation phase is done using a493

dynamic programming algorithm that has a complexity of O(2mm3). This allows us to compute, for494

a given ambulance, what is the optimal way of visiting a given subset of the victims: we simply need495

to choose which victim to visit first and then execute the optimal path that we have cached between496

the remaining ones. What remains to be done is to partition the victims in n sets, and assign those497

sets to the n ambulances, so that the maximal time required by the ambulances to visit their subset498

optimally is minimized. To solve this partition/assignment problem efficiently, we model it as an499

Integer Linear Program, and solve it exactly using an efficient branch-and-cut solver (SCIP [10])500

C.4 Model501

Features. The input of the networks consists in 4 feature planes: the first one contains a 1 if the502

corresponding cell contains a victim (0 otherwise), the second contains a 1 if the corresponding cell503

contains an ambulance, and the last two planes contain respectively the x/y coordinates of the entity504

(victim or ambulance) contained in that cell, if there is any.505

Network. The value network is a residual network ([13]) made of 3 residual blocks of 2 convolutional506

layers, with kernel size 3, stride 1, and padding such that the output of each layer has the same507

spatial dimension as the input. Each convolutional layer outputs 32 feature planes, and we use ReLUs508

as non-linearities, as well as BatchNorm layers for regularization. The output of the last block is509

connected to a fully connected layer, which outputs one single value, the value function. For the510

direct model, we use a simple fully connected network, with 3 linear layers separated by ReLUs, with511

32 hidden units each. The architecture of the PEM network is the same as the value network.512

We train the model using a synchronous Advantage-Actor-Critic algorithm (A2C) (see [20] for the513

asynchronous version), using the ELF platform [30]. We batch 128 observations together, and run514

256 agents in parallel.515

C.5 Detailed results analysis516

For the AMAX strategy, the experiments show that the model that has access to the the full view of the517

map (PEM) performs better on the domain where it was trained, w.r.t. a model that only has access to518

the features of the objects (DM). This means that the model learns something that is more useful (as519

a parameterization of the LP /QUAD ) than simply the distance between objects, and probably takes520

into account some local patterns of the other objects on the map. However, this better performance521

in-domain comes at a cost of poor generalization: on the 8⇥ 15 scenario, the AMAX PEM model522

and the QUAD PEM model trained on the 2⇥ 4 gets stuck in a loop in a fraction of the evaluation523

episodes, for which they are not able to complete the overall problem (in the table we report the524

performance averaged over non-failing episodes). This is probably because the receptive fields of the525

network are significantly more saturated (their average activations have a higher value) in the 8⇥ 15526

scenario than the models learned in the 2⇥ 4 training scenario. By contrast, the models trained on527

5⇥ 10 is not affected by this. The phenomenon also occurs in the opposite direction: the QUAD PEM528
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(a) (b)

Figure 4: (left) Learning curves of the Quad models; (right) The distance computed by model
(depicted as the density), is skewed towards the corner, compared to the ground-truth distance
(depicted as the contours)

trained on 5⇥ 10 experiences failures on the smaller environment 2⇥ 4, indicating some form of529

overfitting.530

Another interesting observation is that the AMAX PEM agent performs on average 7% better than the531

baseline. This is unexpected since the only features it has access to are the positions of the ambulance532

and the victim, thus it would be expected to learn to send each ambulance to the closest victim. We533

credit this development to the ability of the model to learn to break ties between equally close victims,534

which it does by choosing the victims that are on the furthest peripheral positions of the map. Since535

these positions tend to be the outliers, they are on average more difficult to access than the ones in the536

middle, so it is beneficial to favor them. The baseline breaks ties randomly and thus does not account537

for that. This can be observed in Fig 4b in which we plotted the similarity function learned by the538

model, by computing the score the model would give when the agent is located at the red dot and the539

task is located anywhere else. While the function it generates resembles the ground-truth distance,540

the distribution is slightly skewed towards the bottom-left corner.541

Overall, the constrained strategies (LP and QUAD ) perform better than the AMAX strategy, and542

the the QUAD strategy is better than the LP strategy, irrespective of the feature model used. This is543

an evidence that the structure introduced into the inference procedure is indeed able to improve the544

performance of the agent. These strategies also leverage the structure of the problem through the545

constraints on the assignment, which means that there is less room for learning something that cannot546

be computed directly from the pairwise positions using the additional information provided by the547

access to the full view. Since the extra information does not directly help, it slows down the learning548

procedure, and hinders the final performance. This can be seen in Fig 4a, where the PEM agent is549

slower to converge, and converges to a worse performance than the DM agent, when both use the550

QUAD strategy.551

D StarCraft experimental setup552

All the experiments are played on a fully empty map, where the units are centered in the middle,
outside their respective fire range. Because of the kind of movement policy we use, the units never
go near the edge of the map, hence there is no collision involved but the collisions between units
themselves. The bot takes its actions every 3 frames, but we reevaluate the target assignment only
every 6 frames. If the target of a unit dies in the meantime, then it does nothing until the next
re-assignment. The reward at time t is defined as

rt = (ourHealtht � ourHealtht�1 + theirHealtht�1 � theirHealtht)/ourHealth0.

At the beginning of every battle, the units are spawned according to a seeded normal distribution,553

which is skewed towards the Y dimension, in order to form more coherent initial spread of the units.554

Even though the starting positions are deterministic with respect to the seed, the outcome of a battle is555

not, even if the policy of the players are totally deterministic. This is due to the internal randomness556

of the game engine, which affects things like the random miss probability of each attack (any attack557

has a 1
256 probability of failing) and the initial orientation of the units.558
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The opponent army is controlled by the built-in AI. In practice, it means that we give an "attack-move"559

order to the opponent, with the target position being the centroid of our units. This order is repeated560

every 60 frames with an updated centroid. The attack-move order causes the built-in AI to take over561

the unit, globally moving it towards the target position and attacking any visible unit along the way.562

We wish to emphasize the fact that all the details of the experimental protocol have a significant563

impact on the outcome of the battles. In particular, the frequency at which the opponent’s attack-move564

command is re-issued matters: if the frequency is too high, then the units tend to attack less, because565

spamming orders have some weird effects on the game engine. Conversely, if the frequency is too566

low, then the attack point might be significantly off the centroid of our army, leading to sub-optimal567

attacking behaviour. Similarly, the initial positions of the units plays an important role. As a result,568

the exact win-rate are not directly comparable with previous works, where neither precise details of569

the setup nor source code are available. The differences can be observed even in the win-rate of the570

baselines heuristics. For this work, we refer to the source code in the supplementary material for the571

exact details used.572

D.1 Scenarios573

We consider three different kinds of scenarios:574

Wraith These are ranged flying units, which means that they don’t collide with any other unit. We575

denote these scenarios as wNvM where N is the size of our army, and M is the size of the enemy576

army. Following the previous works, we train on the imbalanced scenario w15v17, where the two577

additional units given to the opponent are required to make the scenario challenging.578

Marines These are ranged ground units, which do have collisions. We denote these scenarios as579

mNvM where N is the size of our army, and M is the size of the enemy army. Since the built-in580

AI has a better control policy for ground units, we train on the balanced scenario m10v10, which is581

challenging enough.582

Zergling-Hydralisk Zerglings are fast melee units (they can only attack if they are in contact of583

their target), while Hydralisks are slower ranged units. In this scenario, we investigate the opportunity584

to learn distinct behaviours depending on the type of the agent or its task. To further amplify their585

relative capabilities, we give the Zerglings a speed boost ("Metabolic Boost" upgrade), and the586

Hydralisks a range boost ("Grooved Spines" upgrade). We denote these scenarios as "zhNvM"587

which correspond to N Zerglings and N Hydralisks versus M Zerglings and M Hydralisks. We train588

on zh10v10.589

D.2 Baseline Heuristics590

Here is a description of the heuristics used as a comparison:591

Closest (c) Each unit independently picks the units that is the closest, as measured by the distance592

function used by the game engine. Ties are broken using the unit internal ID, which is randomly593

assigned at the beginning of the game but consistent for the duration of the episode.594

Weakest Closest (wc) All units are collectively assigned to the weakest enemy unit. The distance595

is used as a tie breaker.596

Weakest closest No-Overkill (wcnok) . We select the weakest-closest enemy unit, then assign597

greedily in an arbitrary order as many units as possible as long as the total sum of damage to this unit598

is lesser than its health. When this enemy is saturated, if some of our units don’t have a target yet,599

then we select the second weakest-closest, and so on until all enemy units have been exhausted or all600

our units have a target.601

Weakest Closest No-Overkill No Change(wcnoknc) Same as wcnok, but once a unit starts at-602

tacking a target, it keeps doing so until the target dies. When the target dies, a new target is computed603

as in wcnok Keeping the same target can reduce some instability in the assignment found by wcnok,604

but can lead to over-killing.605
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Experiment Model Learn. rate Policy-loss weight � Explor. std-dev � Returns length # correlated steps

Marine QUAD 4.272e-05 1.585e+01 2.910e+00 5 10
LP 2.280e-05 2.157e-03 7.017e-01 6 5

AMAX 4.330e-05 5.396e-01 2.418e+00 2 2

Wraith QUAD 2.826e-05 2.514e+02 1.899e+00 6 7
LP 5.600e-05 5.534e-01 4.244e-01 4 6

AMAX 2.525e-05 6.847e+01 1.994e+00 8 10

Zergling-Hydra QUAD 5.325e-05 6.277e-01 7.185e-01 3 3
LP 6.534e-05 4.455e-02 2.902e+00 8 1

AMAX 1.885e-05 2.119e-02 1.881e+00 3 10

Table 3: Best hyper-parameters found through random search on the different models

Weakest Closest No-Overkill Smart (wcnoks) Same as wcnoknc, except that the target is kept606

only as long as it doesn’t risk causing over-killing. When it does, a new target is computed as in607

wcnok.608

Random No change (rand-nc) Each unit pick a target at random at the beginning of the episode,609

and keep attacking it until it is dead. When that happens, a new target is picked randomly.610

D.3 Model611

The scoring models h✓ and g✓ are fully-connected networks consisting of 3 linear layers with ReLU.612

To compute h✓(i, j), we give as input to the network the concatenation of the features of ally unit613

i and the features of enemy unit j, along with 2 additional features: a boolean flag that indicates614

whether i was attacking j in the previous step (this is meant to facilitate temporal consistency of the615

actions), and the distance between both units, as computed by the internal game engine. The input616

of g✓(j, k) only contains the features of enemy units j and k, with no additional features. In this617

experiment, we use 64 agents in parallel during training, and batch 32 observations together. The618

reward is joint, and consist in the normalized instantaneous delta of health of our units and the enemy619

units.620

D.4 Hyper-parameters621

All models use the same network architecture, using 3 layers of fully-connected with 32 units and622

ReLUs in-between. The value function uses a residual network made of 5 blocks of 2 convolutional623

layers, with 16 feature layers and kernel size 3, operating on a 100x100 view of the state. The624

discount factor � is set to 0.999.625

For all the models, we sample randomly the remaining hyper-parameters, as follows: For the learning626

rate we sample c u.a.r in [�6,�3], and use 10c, for the policy-loss weight �, we sample d u.a.r in627

[�3, 3] and use 10d, the exploration standard deviation � is sampled u.a.r in [0.1, 3], the return-length628

used in A2C is an integer sampled u.a.r in [2, 10], and the number of correlated exploration steps is an629

integer sampled u.a.r. in [1, 10]. We report the best parameters found for all model in all experiments630

in Table 3631

D.5 Detailed Results632

In Table 4, we report the performance of all the heuristics, as well as the confidence intervals. In the633

Marine and Zergling-Hydralisk scenarios, the “closest” heuristic tends to dominate, suggesting that634

there is not much value in learning a focus-firing policy. However, in the Wraith scenarios, the best635

performing heuristic are the more complicated ones that focus fire on the weakest while preventing636

over-killing. This is the type of policies that only the QUAD model is able to represent, explaining its637

dominance in this scenario. AMAX and LP manage to do better than the closest heuristic by using638

enemy positions as a way to reach a consensus: they tend to favor picking targets which have a high639

y coordinate, for example, so that they all end-up picking the same in the beginning, creating ad-hock640

collaboration. However, as the battle goes on, this coordination scheme is not as efficient, since the641

battle tend to be messy.642
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Heuristics RL
Train Test c wc wcnok wcnoknc wcnoks rand-nc LP DM QUAD DM AMAX

m10v10 m5v5 0.77 ± 0.03 0.88 ± 0.02 0.56 ± 0.03 0.86 ± 0.02 0.83 ± 0.02 0.15 ± 0.02 0.90 ± 0.02 0.83 ± 0.02 0.84 ± 0.02
m10v10 0.77 ± 0.03 0.44 ± 0.03 0.00 ± 0.00 0.45 ± 0.03 0.56 ± 0.03 0.01 ± 0.01 0.94 ± 0.02 0.83 ± 0.02 0.82 ± 0.02
m10v11 0.25 ± 0.03 0.07 ± 0.02 0.00 ± 0.00 0.05 ± 0.01 0.11 ± 0.02 0.00 ± 0.00 0.52 ± 0.03 0.28 ± 0.03 0.29 ± 0.03
m15v15 0.75 ± 0.03 0.03 ± 0.01 0.00 ± 0.00 0.14 ± 0.02 0.18 ± 0.02 0.00 ± 0.00 0.92 ± 0.02 0.69 ± 0.03 0.77 ± 0.03
m15v16 0.40 ± 0.03 0.00 ± 0.00 0.00 ± 0.00 0.03 ± 0.01 0.02 ± 0.01 0.00 ± 0.00 0.68 ± 0.03 0.32 ± 0.03 0.43 ± 0.03
m30v30 0.69 ± 0.03 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.74 ± 0.03 0.06 ± 0.02 0.36 ± 0.03

w15v17 w15v17 0.07 ± 0.02 0.00 ± 0.00 0.58 ± 0.03 0.33 ± 0.03 0.81 ± 0.02 0.01 ± 0.01 0.53 ± 0.03 0.89 ± 0.02 0.30 ± 0.03
w30v34 0.01 ± 0.01 0.00 ± 0.00 0.36 ± 0.03 0.31 ± 0.03 0.90 ± 0.02 0.01 ± 0.01 0.76 ± 0.03 0.99 ± 0.01 0.37 ± 0.03
w30v35 0.00 ± 0.00 0.00 ± 0.00 0.10 ± 0.02 0.08 ± 0.02 0.60 ± 0.03 0.01 ± 0.00 0.56 ± 0.03 0.94 ± 0.02 0.24 ± 0.03
w60v67 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.07 ± 0.02 0.00 ± 0.00 0.33 ± 0.03 0.72 ± 0.03 0.13 ± 0.02
w60v68 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.01 0.00 ± 0.00 0.21 ± 0.03 0.52 ± 0.03 0.07 ± 0.02
w80v82 0.00 ± 0.00 0.00 ± 0.00 0.09 ± 0.02 0.08 ± 0.02 0.32 ± 0.03 0.00 ± 0.00 0.11 ± 0.02 0.36 ± 0.03 0.03 ± 0.01

zh10v10 zh10v10 0.86 ± 0.02 0.26 ± 0.03 0.00 ± 0.00 0.54 ± 0.03 0.64 ± 0.03 0.00 ± 0.00 0.90 ± 0.02 0.83 ± 0.02 0.84 ± 0.02
zh10v11 0.30 ± 0.03 0.01 ± 0.01 0.00 ± 0.00 0.04 ± 0.01 0.09 ± 0.02 0.00 ± 0.00 0.46 ± 0.03 0.24 ± 0.03 0.40 ± 0.03
zh10v12 0.03 ± 0.01 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.06 ± 0.02 0.01 ± 0.01 0.06 ± 0.01
zh11v11 0.87 ± 0.02 0.15 ± 0.02 0.00 ± 0.00 0.38 ± 0.03 0.56 ± 0.03 0.00 ± 0.00 0.87 ± 0.02 0.75 ± 0.03 0.80 ± 0.02
zh12v12 0.85 ± 0.02 0.05 ± 0.01 0.00 ± 0.00 0.23 ± 0.03 0.42 ± 0.03 0.00 ± 0.00 0.82 ± 0.02 0.64 ± 0.03 0.75 ± 0.03

Table 4: Results on StarCraft: average win-rate of the different methods and all the heuristics. Bests
results are in bold, the best heuristic on each scenario is in italics. We report 95% confidence intervals
(using the Normal approximation interval).

In the Marine scenario, all three models usually learn to wait in the beginning of the battle, and start643

picking a target only when the enemies are about to get in range. This strategy allows them to keep a644

rather good formation, which they would otherwise last, had they picked a wrong target. This gives645

them a little edge in the battle, and then they proceed by following a strategy that resemble attacking646

the closest unit.647

In the Zergling-Hydralisk scenarios, the models learn to wait in the beginning as well. This is an648

exploit on the rushing behaviour of the opponent: the faster zerglings of the enemy will engage first,649

while its hydralisks are lagging behind. This allows the model to first clear up the zergling wave with650

the combined forces of their zerglings and hydras, before turning to the enemy hydralisks.651

We provide some replay video as a supplementary file.652
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