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1 Some Attempts to Apply Reinforcement Learning

A prominent limitation of our method is the reliance, during training, on a supervision in the form
of an existing solution. First, the solution does not need to be unique, and many input/output pairs
have multiple valid programs that map the input to the output. Training to match one correct solution
is probably suboptimal. Second, during test time, there is a search process from a current state to
the end goal. It would be helpful if a method could optimize a success score during search, thereby
continuing its learning to better solve the sample at hand.

An attractive alternative to supervised learning would be Reinforcement Learning (RL). We have
attempted to solve the problem using multiple RL and RL-inspired approaches: (i) an AlphaGo [1]
inspired approach; (ii) an imitation learning based approach, following [2]; and (iii) a more modest
application of RL, in which we use self-critical training to optimize with respect to an organic scoring
mechanism [3].

In the first approach, we initialized our policy network with supervised training and then applied
further actor-critic training. Specifically, we used the A3C algorithm ([4]), which is considered
amongst the state-of-the-art approaches in most RL settings. However, we found the model extremely
unstable under these circumstances.

In the second approach, we treated the ground-truth program statements as expert behavior and
attempted to imitate them with the algorithm from [2]. We also tried to apply this form of training
on a supervised-learned model. In the article’s formulation, this corresponds to initializing policy
parameters with behavioral cloning, which should significantly increase learning speed. We hypothe-
size this approach failed because, while the ground-truth programs are correct solutions, they were
generated randomly and thus do not represent any specific policy. Therefore, it is unreasonable to
expect an approach that assumes the existence of an underlying policy to succeed.

In the third approach, we attempted several scoring mechanisms. One idea was, given a program
state, to search for a correct solution from it. The score would then be the number of steps needed to
reach termination. By optimizing with respect to this score, our model indirectly learns its real goal.
Other scores were also tried, including a CIDEr variant for program similarity based on functions.

2 Example Programs

To illustrate the difficulty of the synthesis, we have attached a few long programs together with their
I/O samples from our test dataset, that our model predicts successfully.
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3 Impact of DSL instructions

To assess which parts of the DSL are more problematic, we have sorted the functions by the frequency
in failing experiments with the function normalized by its overall frequency. As might be expected,
the "easiest" functions are: TAKE, SUM, COUNT, and the “hardest” are DROP, REVERSE, MAP.
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