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Abstract

Inspired by "predictive coding" - a theory in neuroscience, we develop a bi-
directional and dynamic neural network with local recurrent processing, namely
predictive coding network (PCN). Unlike feedforward-only convolutional neural
networks, PCN includes both feedback connections, which carry top-down predic-
tions, and feedforward connections, which carry bottom-up errors of prediction.
Feedback and feedforward connections enable adjacent layers to interact locally
and recurrently to refine representations towards minimization of layer-wise pre-
diction errors. When unfolded over time, the recurrent processing gives rise to
an increasingly deeper hierarchy of non-linear transformation, allowing a shallow
network to dynamically extend itself into an arbitrarily deep network. We train and
test PCN for image classification with SVHN, CIFAR and ImageNet datasets. De-
spite notably fewer layers and parameters, PCN achieves competitive performance
compared to classical and state-of-the-art models. Further analysis shows that the
internal representations in PCN converge over time and yield increasingly better
accuracy in object recognition. Errors of top-down prediction also reveal visual
saliency or bottom-up attention.

1 Introduction

Modern computer vision is mostly based on feedforward convolutional neural networks (CNNs)
[18, 33, 50]. To achieve better performance, CNN models tend to use an increasing number of layers
[19, 24, 50, 59], while sometimes adding "short-cuts" to bypass layers [19, 56]. What motivates
such design choices is the notion that models should learn a deep hierarchy of representations to
perform complex tasks in vision [50, 59]. This notion generally agrees with the brain’s hierarchical
organization [31, 62, 67, 16]: visual areas are connected in series to enable a cascade of neural
processing [60]. If one layer in a model is analogous to one area in the visual cortex, the state-of-the-
art CNNs are considerably deeper (with 50 to 1000 layers) [20, 18] than the visual cortex (with 10
to 20 areas) . As we look to the brain for more inspiration, it is noteworthy that biological neural
networks support robust and efficient intelligence for a wide range of tasks without any need to grow
their depth or width [37].

What distinguishes the brain from CNNs is the presence of abundant feedback connections that
link a feedforward series of brain areas in reverse order [11]. Given both feedforward and feedback
connections, information passes not only bottom-up but also top-down, and interacts with one another
to update the internal states over time. The interplay between feedforward and feedback connections
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has been thought to subserve the so-called "predictive coding" [44, 14, 52, 25, 12] - a neuroscience
theory that becomes popular. It says that feedback connections from a higher layer carry the prediction
of its lower-layer representation, while feedforward connections in turn carry the error of prediction
upward to the higher layer. Repeating such bi-directional interactions across layers renders the visual
system a dynamic and recurrent neural network [1, 12]. Such a notion can also apply to artificial
neural networks. As recurrent processing unfolds in time, a static network architecture is used over
and over to apply increasingly more non-linear operations to the input, as if the input were computed
through more and more layers stacked onto an increasingly deeper feedforward network [37]. In
other words, running computation through a bi-directional network for a longer time may give rise to
an effectively deeper network to approximate a complex and nonlinear transformation from pixels to
concepts [37, 6], which is potentially how brain solves invariant object recognition without the need
to grow its depth.

Inspired by the theory of predictive coding, we propose a bi-directional and dynamical network,
namely Deep Predictive Coding Network (PCN), to run a cascade of local recurrent processing
[30, 5, 43] for object recognition. PCN combines predictive coding and local recurrent processing
into an iterative inference algorithm. When tested for image classification with benchmark datasets
(CIFAR-10, CIFAR-100, SVHN and ImageNet), PCN uses notably fewer layers and parameters to
achieve competitive performance relative to classical or state-of-the-art models. Further behavioral
analysis of PCN sheds light on its computational mechanism and potential use for mapping visual
saliency or bottom-up attention.

2 Related Work

Predictive Coding In the brain, connections between cortical areas are mostly reciprocal [11]. Rao
and Ballard suggest that bi-directional connections subserve "predictive coding" [44]: feedback
connections from a higher cortical area carry neural predictions to the lower cortical area, while the
feedforward connections carry the unpredictable information (or error of prediction) to the higher
area to correct the neuronal states throughout the hierarchy. With supporting evidence from empirical
studies [1, 52, 28], this mechanism enables iterative inference for perception[44] and unsupervised
learning[53], incorporates modern neural networks for classification [54] and video prediction [39],
and likely represents a unified theory of the brain[12, 25].

Predictive Coding Network with Global Recurrent Processing Driven by the predictive coding
theory, a bi-directional and recurrent neural network has been proposed in [63]. It runs global
recurrent processing by alternating a bottom-up cascade of feedforward computation and a top-down
cascade of feedback computation. For each cycle of recurrent dynamics, the feedback prediction
starts from the top layer and propagates layer by layer until the bottom layer; then, the feedforward
error starts from the bottom layer and propagates layer by layer until the top layer. The model
described herein is similar, but uses local recurrent processing, instead of global recurrent processing.
Only for the convenience of notation in this paper, we refer to the proposed PCN with local recurrent
processing simply as "PCN", while referring to the model in [63] explicitly as "PCN with global
recurrent processing".

Local Recurrent Processing In the brain, feedforward-only processing plays a central role in rapid
object recognition[47, 9]. Although less understood, feedback connections are thought to convey
top-down attention [4, 3] or prediction [12, 44, 52]. Evidence also suggests that feedback signals
may operate between hierarchically adjacent areas along the ventral stream [30, 5, 43] to enable
local recurrent processing for object recognition [65, 2], especially given ambiguous or degraded
visual input [64, 51]. Therefore, feedback processes may be an integral part of both global and local
recurrent processing underlying top-down attention in a slower time scale and visual recognition in a
faster time scale.

3 Predictive Coding Network

Herein, we design a bi-directional (feedforward and feedback) neural network that runs local recurrent
processing between neighboring layers, and we refer to this network as Predictive Coding Network
(PCN). As illustrated in Fig. 1, PCN is a stack of recurrent blocks, each running dynamic and recurrent
processing within itself through feedforward and feedback connections. Feedback connections are
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Figure 1: Architecture of CNN vs. PCN (a) The plain model (left) is a feedforward CNN with
3� 3 convolutional connections (solid arrows) and 1� 1 bypass connections (dashed arrows). On the
basis of the plain model, the local PCN (right) uses additional feedback (solid arrows) and recurrent
(circular arrows) connections. The feedforward, feedback and bypass connections are constructed
as convolutions, while the recurrent connections are constructed as identity mappings (b) The PCN
consists of a stack of basic building blocks. Each block runs multiple cycles of local recurrent
processing between adjacent layers, and merges its input to its output through the bypass connections.
The output from one block is then sent to its next block to initiate local recurrent processing in a
higher block. It continues until reaching the top of the network.

used to predict lower-layer representations. In turn, feedforward connections send the error of
prediction to update the higher-layer representations. After repeating this processing for multiple
cycles within a given block, the lower-layer representation is merged to the higher-layer representation
through a bypass connection. The merged representation is further sent as the input to the next
recurrent block to start another series of recurrent processing in a higher level. After the local recurrent
processing continues through all recurrent blocks in series, the emerging top-level representations are
used for image classification.

In the following mathematical descriptions, we use italic letters as symbols for scalars, bold lowercase
letters for column vectors and bold uppercase letters for matrices. We use T to denote the number
of recurrent cycles, r l (t) to denote the representation of layer l at time t , W l−1;l to denote the
feedforward weights from layer l � 1 to layer l , W l;l −1 to denote the feedback weights from layer l
to layer l � 1 and W bp

l−1;l to denote the weights of bypass connections.

3.1 Local Recurrent Processing in PCN

Within each recurrent block (e.g. between layer l � 1 and layer l), the local recurrent processing
serves to reduce the error of prediction. As in Eq. (1), the higher-layer representation r l (t) generates
a prediction, pl−1(t), of the lower-layer representation, r l−1, through feedback connections, W l;l −1,
yielding an error of prediction el−1(t) as Eq. (2).

pl−1(t) = ( W l;l −1)T r l (t) (1)
el−1(t) = r l−1 � pl−1(t) (2)

The objective of recurrent processing is to reduce the sum of the squared prediction error (Eq. (3)) by
updating the higher-layer representation, r l (t), with an gradient descent algorithm [55]. In each cycle
of recurrent processing, r l (t) is updated along the direction opposite to the gradient (Eq. (4)) with an
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