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Abstract

Motivated by recent progress in natural image statistics, we use newly available
datasets with ground truth optical �ow to learn the local statistics of optical �ow
and compare the learned models to prior models assumed by computer vision
researchers. We �nd that a Gaussian mixture model (GMM) with 64 components
provides a signi�cantly better model for local �ow statistics when compared to
commonly used models. We investigate the source of the GMM's success and
show it is related to an explicit representation of �ow boundaries. We also learn
a model that jointly models the local intensity pattern and the local optical �ow.
In accordance with the assumptions often made in computer vision, the model
learns that �ow boundaries are more likely at intensity boundaries. However,
when evaluated on a large dataset, this dependency is very weak and the bene�t of
conditioning �ow estimation on the local intensity pattern is marginal.
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Figure 1: Samples of frames and �ows from new �ow databases. We leverage these newly available
resources to learn the statistics of optical �ow and compare this to assumptions used by computer
vision researchers.

The study of natural image statistics is a longstanding research topic with both scienti�c and engi-
neering interest. Recent progress in this �eld has been achieved by approaches that systematically
compare different models of natural images with respect to numerical criteria such as log likelihood
on held-out data or coding ef�ciency [1, 10, 14]. Interestingly, the best models in terms of log like-
lihood, when used as priors in image restoration tasks, also yield state-of-the-art performance [14].

Many problems in computer vision require good priors. A notable example is the computation of
optical �ow: a vector at every pixel that corresponds to the two dimensional projection of the motion
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