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1 Proof of convergence

In this section, we study the global convergence of the proposed algorithm for solving (1).
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If all matrices and tensors are column-vectorized by taking their columns and stacking them on
one another to form column vectors, and let m;, I, e, AT, q;, y and ag be the column vectors
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permutation matrices. Then the optimization problem (1) becomes
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where f () is vector form of 3%, || M ||+ + 7||E]]1.
Accordingly, the proximal gradient descent scheme in Section 3.2 can be written as
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To prove the global convergence, we need to prove the following lemma.



Lemma 1. Assume that (x*, AT*) is an optimal solution of (2) and m* is the corresponding opti-
mal Lagrange multipliers. If the step sizes T1 < 1/Amax(ATA) and 79 < 1/Apax(B T B), where
Amax (C) denotes the largest eigenvalue of matrix C. Then the sequence (x*, AT* n*) generated
by (3)-(5) satisfies:

(i) for 2% = - [ak — a2 — L A(ah — %)+ L [ AFE— AT+l
{zk };‘;1 is monotonically non-increasing;

2, the sequence

(i) ||[2*Tt — x| — 0, |AFFL — AFF|| — 0, and |n*T' — nF|| — 0.

Proof. The optimality conditions for the subproblems (3) and (4) satisty
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(z*, AT*,m*) also satisfy the following equations from the KKT conditions
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Substitute (6) and (8) in (11) and use the updating formula (5), we have
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Multiply (7) by - and sum (9), we have
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formula (5), we obtain
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AT* on both sides of above equation and use the updating
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Using the KKT condition (10) and updating formula (5), (12) minus (14) is
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we obtain
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On the other hand, since 71 < 1/Apnax(ATA) and 75 < 1/Amax (BT B), the following equations
hold:
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Combining (15), (16) and (17), the proof of (i) is complete.

As the sequence {z}72 ; is monotonically non-increasing and non-negative, it has a limit. Then
from (15), we can see that
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Thus ||n**+1 — n*|| — 0. The proof of (ii) is complete. O

In the following, we will give the global convergence result of our proposed algorithm.

Theorem 1. The sequence {(z*, AT* n*)}2° | generated by Section 3.2 with T < 1/5and 15 < 1
converges to an optimal solution to problem (1).

Proof. Ttis easy to check that Apax (AT A) = 1 and A\pax (BT B) = 5.

From Lemma 1(i), we know the sequence {(z*, AT* 1*)}2° | is bounded. Hence, there exists a

convergent subsequence such that lim (x¥, A7*i nki) = (x4, ATy, mo). Then from the updating
j—o00

formula (5) and Lemma 1(ii), we have

Azo+ BATy —d =0 (18)



By letting k = k; — 1in (6) and k = k; in (7), we have
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(18), (19) and (20) show that (g, ATy, 7o) satisfies the KKT conditions for (2) and thus is an
optimal solution to (2).

To complete the proof, we next show that the whole sequence {(z*, A% 1*)}2° | converges to
(xo, ATo,M0). By choosing (x*, AT*,n*) = (29, ATy, 1) in Lemma 1 (i), we have
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By Lemma 1 (i), we know that the sequence {ﬁ”mk —xo||* - i||A(cck —xo)|* + M%HA%IC —
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So klim (xk, ATF n*) = (x0, ATy, mo). The proof is complete. 0O
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