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Eyke Hüllermeier
Mathematics and Computer Science

Philipps-Universität Marburg
Marburg, Germany

eyke@mathematik.uni-marburg.de

Willem Waegeman
Mathematical Modeling, Statistics and

Bioinformatics, Ghent University
Ghent, Belgium

willem.waegeman@ugent.be

Volkmar Welker
Mathematics and Computer Science

Philipps-Universität Marburg
Marburg, Germany

welker@mathematik.uni-marburg.de

0.1 0.3 0.5 0.7 0.9

0.94

0.96

0.98

1
authorship

completeness

co
rr

ec
tn

es
s

 

 

0.1 0.3 0.5 0.7 0.9
0.84

0.88

0.92

0.96

1
glass

completeness

co
rr

ec
tn

es
s

 

 

0.1 0.3 0.5 0.7 0.9
0.88

0.91

0.94

0.97

1
iris

completeness

co
rr

ec
tn

es
s

 

 

0.1 0.3 0.5 0.7 0.9
0.94

0.96

0.98

1
wine

completeness

co
rr

ec
tn

es
s

 

 

0.1 0.3 0.5 0.7 0.9
0.8

0.85

0.9

0.95

1
vehicle

completeness

co
rr

ec
tn

es
s

 

 

derived−PL
derived−MS
derived−MK
direct

derived−PL
derived−MS
derived−MK
direct

derived−PL
derived−MS
derived−MK
direct

derived−PL
derived−MS
derived−MK
direct

derived−PL
derived−MS
derived−MK
direct

0.1 0.3 0.5 0.7 0.9
0.8

0.85

0.9

0.95

1
segment

completeness

co
rr

ec
tn

es
s

 

 

derived−PL
derived−MS
derived−MK
direct

Figure 1: Tradeoff between completeness and correctness for label ranking benchmark data sets:
Existing pairwise method (direct) versus the probabilistic approach based on the PL model and
Mallows model with Spearman’s rho (MS) and Kendall (MK) as distance function.
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The test results on a number of other label ranking benchmark data sets1 are summarized in Figure 1.
These data sets are also used in other papers on label ranking; see [1, 2] for details. Compared to the
SUSHI data, most of the corresponding completeness/correctness curves have a more concave shape,
indicating that the problems are less difficult from a prediction point of view (indeed, the accuracy
is on average higher than for SUSHI). Apart from that, however, the results are qualitatively quite
similar and, with regard to the comparison between the methods, convey the same picture.
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