
Appendices
Supplementary Material for “Near-optimal Differentially Private Principal
Components”

This supplement contains the proofs of our results as well as additional details of the experiments and
the implementation of the exponential mechanism. Citation numbers here refer to the bibliography
at the end of the supplement and not those of the main document.

We will write KL (fkg) =
R
f(x) f(x)

g(x)

dx for the Kullback-Leibler divergence between two densi-
ties f and g.

A The algorithms guarantee privacy

We first describe the simple proofs that MOD-SULQ and PPCA guarantee differential privacy.

A.1 Proof of Theorem 1

Proof of Theorem 1. Let B and ˆB be two independent symmetric random matrices where {B
ij

:

1  i  j  d} and { ˆB
ij

: 1  i  j  d} are each sets of i.i.d. Gaussian random variables
with mean 0 and variance �2. Consider two data sets D = {x

i

: i = 1, 2, . . . , n} and ˆD =

D
1

[ {x̂
n

} \ {x
n

} and let A and ˆA denote their second moment matrices. Let G = A + B and
ˆG =

ˆA+

ˆB. We first calculate the log ratio of the densities of G and ˆG at a point H:
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From (16) the last term is upper bounded by 2/n2. To upper bound the first term,
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Note that this bound is not too loose – by taking x̂ = d�1/21 and x = (1, 0, . . . , 0)T , this term is
still linear in d.

Then for any measurable set S of matrices,
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To handle the last term, use a union bound over the (d2+d)/2 variables {B
ij

} together with the tail
bound, which holds for � > �:
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Rearranging to solve for � gives
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p
2⇡e. This then gives an expression for ↵ to make (9) imply (↵, �) differential

privacy:
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Solving for � using the quadratic formula yields a particularly messy expression:
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A.2 Proof of Theorem 2

Proof of Theorem 2. Let X be a data matrix whose i-th column is x
i

and A =

1

n

XXT . The PP-
PCA algorithm is the exponential mechanism of McSherry and Talwar [28] applied to the score
function

q
F

(X, v) = n · vTAv

Consider X 0
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· · · x
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n

] differ from X in a single column and let A0
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n

X 0X 0T . We
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The last step follows because kx
i

k  1 for all i. The result now follows immediately from the
results of McSherry and Talwar [28, Theorem 6].

B Proof of Theorem 3

The results on the exponential mechanism [28] bound the gap between the value of the function
q
F

(v̂
1

) = n·v̂T
1

Av̂
1

evaluated at the output v̂
1

of the mechanism and the optimal value q(v
1

) = n·�
1

.
We derive a bound on the correlation q

A

(v̂
1

) = |hv̂
1

, v
1

i| via geometric arguments.
Lemma 1 (Lemmas 2.2 and 2.3 of Ball [3]). Let µ be the uniform measure on the unit sphere Sd�1.
For any x 2 Sd�1 and 0  c < 1
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Proof of Theorem 3. Fix a privacy level ↵, target correlation ⇢, and probability ⌘. Let X be the data
matrix and B = (↵/2)XXT and

U
⇢

= {u : |hu, v
1

i| � ⇢} .
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be the union of the two spherical caps centered at ±v
1

. Let U
⇢

denote the complement of U
⇢

in
Sd�1.

An output vector v̂
1

is “good” if it is in U
⇢

. We first give some bounds on the score function q
F

(u)
on the boundary between U
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Let µ(·) denote the uniform measure on the unit sphere. Then fixing an 0  b < 1, using (12), (13),
and the fact that �
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Applying the lower bound from Lemma 1 to the denominator of (14) and the upper bound µ
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�2 > ⇢2 + (1� ⇢2)
�
2

�
1

1� �2 < (1� ⇢2)

✓
1� �

2

�
1

◆

For simplicity, choose

1� �2

=

1

2

(1� ⇢2)

✓
1� �

2

�
1

◆
.

So that
�2�

1

� (⇢2�
1

+ (1� ⇢2)�
2

) = (1� ⇢2)�
1

� (1� �2

)�
1

� (1� ⇢2)�
2

= (1� ⇢2)

✓
�
1

� 1

2

(�
1

� �
2

)� �
2

◆

=

1

2

(1� ⇢2)(�
1

� �
2

),

and

log

2

1� �
< log

2

1� �2

= log

4�
1

(1� ⇢2)(�
1

� �
2

)

.
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Since 1� ⇢ < 1� ⇢2, if we choose

n >
d
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then the output of PPCA will produce a v̂
1

such that

P (|hv̂
1

, v
1

i| < ⇢)  ⌘.

In general, it is difficult to measure the area on the unit sphere of the set {x : xTAx � 1 � �}.
In the case where A = I this is just a spherical cap, but for general A it can have a more irregular
shape. The second reason is that explicit bounds on the confluent hypergeometric function with
matrix argument do not give clear dependencies on the problem parameters.

C Proof of Theorem 5

In this section we provide theoretical guarantees on the performance of the MOD-SULQ algorithm.
Theorem 1 shows that MOD-SULQ is (↵, �)-differentially private. Theorem 7 provides a lower
bound on the distance between the vector released by MOD-SULQ and the true top eigenvector in
terms of the privacy parameters ↵ and � and the number of points n in the data set. This implic-
itly gives a lower bound on the sample complexity of MOD-SULQ. We provide some graphical
illustration of this tradeoff.

The following upper bound will be useful for future calculations : for two unit vectors x and y,
X

1ijd
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i

x
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� y
i

y
j

)

2  2. (16)

Note that this upper bound is achievable by setting x and y to be orthogonal elementary vectors.

The main tool in our lower bound is a generalization by Yu [37] of an information-theoretic inequal-
ity due to Fano.
Theorem 6 (Fano’s inequality [37]). Let R be a set and ⇥ be a parameter space with a pseudo-
metric d(·). Let F be a set of r densities {f

1

, . . . , f
r

} on R corresponding to parameter values
{✓

1

, . . . , ✓
r

} in ⇥. Let X have distribution f 2 F with corresponding parameter ✓ and let ˆ✓(X) be
an estimate of ✓. If, for all i and j
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KL (f
i

kf
j

)  �, (18)
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◆
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where E
j

[·] denotes the expectation with respect to distribution f
j

.

To use this inequality, we will construct a set of densities on the set of covariance matrices corre-
sponding distribution of the random matrix in the MOD-SULQ algorithm under different inputs.
These inputs will be chosen using a set of unit vectors which are a packing on the surface of the unit
sphere.

C.1 A packing lemma

The proof of this lemma is relatively straightforward. The following is a slight refinement of a
lemma due to Csiszár and Narayan [11, 12].
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Lemma 2. Let Z
1

,Z
2

, . . . ,Z
N

be arbitrary random variables and let f
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Continuing in the same way yields
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The second technical lemma [12, Lemma 2] is a basic result about the distribution of inner product
between a randomly chosen unit vector and any other fixed vector. It is a consequence of a result of
Shannon [34] on the distribution of the angle between a uniformly distributed unit vector and a fixed
unit vector.
Lemma 3 (Lemma 2 of [12]). Let U be uniformly distributed on the unit sphere Sd�1 in Rd. Then
for every unit vector u on this sphere and any � 2 [(2⇡d)�1/2, 1), the following inequality holds:

P (hU,ui � �)  (1� �2)(d�1)/2. (22)

Lemma 4 (Packing set on the unit sphere). Let a dimension d and � 2 [(2⇡d)�1/2, 1) be given. For
N and t satisfying

�Nt(log 2) +N(N � 1)(1� �2)(d�1)/2 < 1, (23)

there exists a set of K = b(1� t)Nc unit vectors C such that for all distinct pairs µ, ⌫ 2 C,

|hµ, ⌫i| < �. (24)
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Proof. The goal is to generate a set of N unit vectors on the surface of the sphere Sd�1 such that
they have large pairwise distances, or correspondingly small pairwise inner products. To that end,
define Z

1

,Z
2

, . . . ,Z
N

i.i.d. uniformly distributed on Sd�1 and

f
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) = 1 (|hZ
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That is, f
i

= 1 if Z
i

has large inner product with any Z
j

for j < i. The conditional expectation, by
a union bound and Lemma 3, is
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This inequality implies that as long as

�Nt(log 2) +N(N � 1)(1� �2)(d�1)/2 < 1, (29)

then there is a finite probability that {Z
i

} contains a subset {Z0
i

} of size b(1 � t)Nc such that��hZ0
i

,Z0
j

i
�� < � for all (i, j). Therefore such a set exists.

A simple setting of the parameters gives the following packing.

Lemma 5 (Simple packing set). For � 2 [(2⇡d)�1/2, 1), there exists a set of
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1

8

exp

 
(d� 1) log

1p
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(30)

vectors C in Sd�1 such that for any pair µ, ⌫ 2 C, the inner product between them satisfies

|hµ, ⌫i|  �. (31)

Proof. Applying Lemma 4 yields a set of K vectors C satisfying (23) and (24). To get a simple
bound that’s easy to work with, we can set

�Nt(log 2) +N(N � 1)(1� �2)(d�1)/2 � 1 = 0, (32)

and find an N close to this. Setting  = (1��2)(d�1)/2, the quadratic formula solving for N yields

N =
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⇣
t log 2 +  +

�
(t log 2 +  )2 + 4 

�
1/2

⌘

>
t

2 
.

Now setting K =

t(1�t)

2 

and t = 1/2 gives (30). So there exists a set of K vectors on Sd�1 whose
pairwise inner products are smaller than �.

The maximum set of points that can be selected on a sphere of dimension d such that their pairwise
inner products are bounded by � is an open question. These sets are sometimes referred to as
spherical codes [9] because they correspond to a set of signaling points of dimension d that can
be perfectly decoded over a channel with bounded noise. The bounds here are from a probabilistic
construction and can be tightened for smaller d. However, in terms of scaling with d this construction
is essentially optimal [34].
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C.2 Lower bounds for input perturbation

Lemma 6. Let ⌃ be a positive definite matrix and let f denote the density N (a,⌃) and g denote
the density N (b,⌃). Then KL (fkg) = 1

2

(a� b)T⌃�1

(a� b).

Proof. This is a simple calculation:
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The next theorem is a lower bound on the expected distance between the vector output by MOD-
SULQ and the true top eigenvector. In order to get this lower bound, we construct a class of data
sets and use Fano’s inequality to derive a bound on the minimax error over the class.
Theorem 7 (Utility bound for MOD-SULQ). Let d, n, and ↵ > 0 be given and let � be given by
Algorithm 1 so that the output of MOD-SULQ is (↵, �)-differentially private for all data sets in Rd

with n elements. Then there exists a data set with n elements such that if v̂
1

denotes the output of
MOD-SULQ and v

1

is the top eigenvector of the empirical covariance matrix of the data set, the
expected correlation hv̂

1

, v
1

i is upper bounded:
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Proof. For � 2 [(2⇡d)�1/2, 1), Lemma 5 shows there exists a set of K unit vectors C such that for
µ, ⌫ 2 C, the inner product between them satisfies |hµ, ⌫i| < �, where K is given by (30). Note that
for small � this setting of K is loose, but any orthonormal basis provides d unit vectors which are
orthogonal, setting K = d and solving for � yields

✓
1� exp

✓
�2 log(8d)

d� 1

◆◆
1/2

.

Setting the lower bound on � to the maximum of these two yields the set of � and K which we will
consider in (34).

For any unit vector µ, let

A(µ) = µµT

+N, (35)

where N is a d⇥ d symmetric random matrix such that {N
ij

: 1  i  j  d} are i.i.d. N (0,�2

),
where �2 is the noise variance used in the MOD-SULQ algorithm. Due to symmetry, the matrix
A(µ) can be thought of as a jointly Gaussian random vector on the d(d + 1)/2 variables {A

ij

(µ) :
1  i  j  d}. The mean of this vector is

µ̄ =
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µ2

1
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, . . . , µ2
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1
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3

, . . . , µ
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µ
d
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and the covariance is �2I
d(d+1)/2

. Let f
µ

denote the density of this vector.
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For µ, ⌫ 2 C, the divergence between f
µ

and f
⌫

can be calculated using Lemma 6:
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The last line follows from the fact that the vectors in C are unit norm.

For any two vectors µ, ⌫ 2 C, lower bound the Euclidean distance between them using the upper
bound on the inner product:

kµ� ⌫k �
p
2(1� �). (38)

Let ⇥ = Sd�1 with the Euclidean norm and R be the set of distributions {A(µ) : µ 2 ⇥}. From
(38) and (37), the set C satisfies the conditions of Theorem 6 with F = {f

µ

: µ 2 C}, r = K,
⌧ =

p
2(1� �), and � =
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�

2 . The conclusion of the Theorem shows that for MOD-SULQ,
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◆
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This lower bound is vacuous when the term inside the parenthesis is negative, which imposes further
conditions on �. Setting logK = 1/�2

+ log 2, we can solve to find another lower bound on �:
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◆
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This yields the third term in (34). Note that for larger n this term will dominate the others.

Using Jensen’s inequality on the the left side of (39):
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So there exists a µ 2 C such that

E
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Consider the data set consisting of n copies of µ. The corresponding covariance matrix is µµT with
top eigenvector v

1

= µ. The output of the algorithm MOD-SULQ applied to this data set is an
estimator of µ and hence satisfies (41). Minimizing over � gives the desired bound.

The minimization over � in (33) does not lead to analytically pretty results, but numerical optimiza-
tion can give some insight into these bounds. In all experiments we set � = 0.01. Figure 3 shows
the lower bound on the correlation hv̂

1

, v
1

i for MOD-SULQ as a function of the dimension for four
different values of ↵. For large data set sizes and large ↵, the lower bound is not very tight, so for 107
data points MOD-SULQ may not suffer much performance, even for large dimensions. However,
for smaller ↵ the bound becomes sharper, especially for smaller data sets. To see the dependence
on ↵, Figure 4 shows the correlation as a function of ↵ for smaller values of d. As f increases,
MOD-SULQ requires more and more data to produce an output which is correlated with the true
top eigenvector. For example, in dimension 1024, for ↵ = 3, if n = 10000 the expected inner prod-
uct is is lower bounded by ⇡ 0.87, which corresponds to an angle of 30�. Finally, Figure 5 shows
the correlation as a function of n for different dimensions and different values of ↵. Again, in high
dimension, the lower bound is shows that the expected performance of MOD-SULQ is poor when
there are a small number of data points. This limitation may be particularly acute when the data lies
in a very low dimensional subspace but is presented in very high dimension. In such “sparse” set-
tings, perturbing the input as in MOD-SULQ is not a good approach. However, in lower dimensions
and data-rich regimes, the performance may be more favorable.

A little calculation yields the sample complexity bound.
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Figure 3: Upper bound on the correlation between hv̂1, v1i for MOD-SULQ. The horizontal axis is the di-
mension d of the data, and the vertical axis is the correlation. The four panels correspond to values of ↵ = 0.5,
1, 1.5, and 2.
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Figure 4: Upper bound on the correlation between hv̂1, v1i for MOD-SULQ. The horizontal axis is the privacy
parameter ↵, and the vertical axis is the correlation. The four panels correspond to values of d = 64, 128, 256,
and 1024.
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Figure 5: Upper bound on the correlation between hv̂1, v1i for MOD-SULQ. The horizontal axis is the size
of the data set n, and the vertical axis is the correlation. The four panels correspond to values of d = 64, 128,
256, and 1024.

Proof of Theorem 5. Suppose E [|hv̂
1

, v
1

i|] = ⇢. Then a little algebra shows

2

p
1� ⇢ � min

�2�

p
1� �

0

@
1� 1/�2

+ log 2

(d� 1) log

1p
1��2

� log(8)

1

A .

Set � such that (d� 1) log

1p
1��2

� log(8) = 2(1/�2

+ log 2) to get

4

p
1� ⇢ �

p
1� �.

Since we are concerned with the scaling behavior for large d and n,

log

1p
1� �2

= ⇥

✓
1

�2d

◆
,

so

� =

s

1� exp

✓
�⇥

✓
1

�2d

◆◆

= ⇥

✓r
1

�2d

◆
.

Lower bound � in Algorithm 1 to get for some constant c
1

,

�2 > c
1

d2

n2↵2

log(d/�).

Substituting this we get for some constant c
2

that

(1� c
2

(1� ⇢))  c
3

n2↵2

d3 log(d/�)
.

Now solving for n shows

n � c
d3/2

p
log(d/�)

↵
(1� c0(1� ⇢)) .
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D Proof of Theorem 4

We now turn to a general lower bound on the sample complexity for any differentially private ap-
proximation to PCA. We construct K databases which differ in a small number of points whose top
eigenvectors are not too far from each other. For such a collection, Lemma 7 shows that for any dif-
ferentially private mechanism, the average correlation over the collection cannot be too large. That
is, any ↵-differentially private mechanism cannot have high utility on all K data sets. The remainder
of the argument is to construct these K data sets.

The proof uses some simple eigenvalue and eigenvector computations. A matrix of positive entries

A =

✓
a b
b c

◆
(42)

has characteristic polynomial
det(A� �I) = �2 � (a+ c)�+ (ac� b2)

and eigenvalues

� =

1

2

(a+ c)± 1

2

p
(a+ c)2 � 4(ac� b2)

=

1

2

(a+ c)± 1

2

p
(a� c)2 + 4b2. (43)

The eigenvectors are in the directions (b,�(a� �))T .

Lemma 7. Let D
1

,D
2

, . . . ,D
K

be K databases which differ in the value of at most ln(K�1)

↵

points,
and let u

1

, . . . , u
K

be the top eigenvectors of D
1

,D
2

, . . . ,D
K

. If A is any ↵-differentially private
algorithm, then,

KX

i=1

EA [|hA(D
i

), u
i

i|]  K

✓
1� 1

16

(1�max |hu
i

, u
j

i|)
◆
.

Proof. Let
t = min

i 6=j

(ku
i

� u
j

k , ku
i

+ u
j

k),

and G
i

be the cap around ±u
i

of radius t/2:
G
i

= {u : ku� u
i

k < t/2} [ {u : ku+ u
i

k < t/2} .
We claim that

KX

i=1

PA(A(D
i

) /2 G
i

) � 1

2

(K � 1). (44)

The proof is by contradiction. Suppose the claim is false. Because all of the caps G
i

are disjoint,
and applying the definition of differential privacy,

1

2

(K � 1) >
KX

i=1

PA(A(D
i

) /2 G
i
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�
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X
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0
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0
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0
)

� (K � 1) · 1

K � 1

·
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which is a contradiction, so (44) holds. Therefore by the Markov inequality

KX

i=1

EA

h
min(kA(D

i

)� u
i

k2 , kA(D
i

) + u
i

k2)
i
�

KX

i=1

P(A(D
i

) /2 G
i

) · t
2

4

� 1

8

(K � 1)t2.

Rewriting the norms in terms of inner products shows

2K � 2

KX
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EA [|hA(D
i

), u
i

i|] � 1

8

(K � 1) (2� 2max |hu
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, u
j

i|) ,

so
KX
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EA [|hA(D
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1� 1
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, u
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i|)
◆

 K

✓
1� 1

16

(1�max |hu
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, u
j

i|)
◆
.

Proof of Theorem 4. From Lemma 7, given a set of K databases differing in ln(K�1)

↵

points with
top eigenvectors {u

i

: i = 1, 2, . . . ,K}, for at least one database i,

EA [|hA(D
i

), u
i

i|]  1� 1

16

(1�max |hu
i

, u
j

i|)

for any ↵-differentially private algorithm. Setting the left side equal to some target ⇢,

1� ⇢ � 1

16

(1�max |hu
i

, u
j

i|) . (45)

So our goal is construct these data bases such that the inner product between their eigenvectors is
small.

Let y = e
d

, the d-th coordinate vector, and let � 2 ((2⇡d)�1/2, 1). Lemma 5 shows that there
exists a packing W = {w

1

, w
2

, . . . , w
K

} of the sphere Sd�2 spanned by {e
1

, e
2

, . . . , e
d�1

} such
that max

i 6=j

|hw
i

, w
j

i|  �, where

K =

1

8

(1� �)�(d�2)/2.

Choose � such that ln(K � 1) = d. This means

1� � = exp

✓
�2 · ln 8 + ln(1 + exp(d))

d� 2

◆
.

The right side is minimized for d = 3 but this leads to a rather weak lower bound 1�� > 3.5⇥10

�5.
By contrast, for d = 100, the bound is 1� � > 0.12. In all cases, 1� � is at least a constant value.

We will construct one database for each w
i

. Let � =

d

n↵

. For now, we assume that �  �  1

2

.
The other case, when � � � will be considered later. Because �  �, we have

n >
d

�↵
.

Each database will contain n points and they will differ in n� =

ln(K�1)

↵

points. The construction
uses a parameter 0  m  1 that will be set as a function of the eigenvalue gap �. We will derive
conditions on n based on the requirements on d, ↵, ⇢, and �. For i = 1, 2, . . . ,K let the data set D

i

contain

• n(1� �) copies of
p
my
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• n� copies of z
i

=

1p
2

y + 1p
2

w
i

.

Thus datasets D
i

and D
j

differ in the values of n� =

ln(K�1)

n↵

individuals. The second moment
matrix A

i

of D
i

is

A
i

= ((1� �)m+

1

2

�)yyT +

1

2

�(wT

i

y + ywT

i

) +

1

2

�w
i

wT

i

.

By choosing an basis containing y and w
i

, we can write this as

A
i

=

2

4
(1� �)m+

1

2

� 1

2

� 0
1

2

� 1

2

� 0
0 0 0

3

5 .

This is in the form (42), with a = (1� �)m+

1

2

�, b = 1

2

�, and c = 1

2

�.

The matrix A
i

has two nonzero eigenvalues given by

� =

1

2

(a+ c) +
1

2

p
(a� c)2 + 4b2, (46)

�0 =
1

2

(a+ c)� 1

2

p
(a� c)2 + 4b2, (47)

The gap � between the top two eigenvalues is:

� =

p
(a� c)2 + 4b2 =

p
m2

(1� �)2 + �2.

We can thus set m in the construction to ensure an eigengap of �:

m =

p
(�

2 � �2

)

1� �
. (48)

The top eigenvector of A
i

is given by

u
i

=

bp
b2 + (a� �)2

y +
(a� �)p

b2 + (a� �)2
w

i

.

where � is given by (46). Therefore
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|hu
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i|  b2
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b2 + (a� �)2
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i 6=j

|hw
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j

i|

 1� (a� �)2

b2 + (a� �)2
(1� �). (49)

To obtain an upper bound on max

i 6=j

|hu
i

, u
j

i| we must lower bound (a��)2
b

2
+(a��)2 .

Since x/(⌫+x) is monotonically increasing in x when ⌫ > 0, we will find a lower bound on (a��).
Observe that from (46),

�� a =

b2

�� c
.

So to lower bound �� a we need to upper bound �� c. We have

�� c =
1

2

(a� c) +
1

2
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((1� �)m+�)

Because b = �/2,
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✓
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◆
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=

�4
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.
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Now,
(a� �)2

b2 + (a� �)2
>

�4

�2

((1� �)m+�)

2

+ �4

=

�2

�2

+ ((1� �)m+�)

2

>
�2

5�

2

, (50)

where the last step follows by plugging in m from (48) and using the fact that �  �. Putting it all
together, we have from (45), (49), and (50), and using the fact that � is such that ln(K � 1) = d so
that � =

d

n↵

,

1� ⇢ � 1

16

· (a� �)2

b2 + (a� �)2
(1� �)

>
1� �

80

�2

�

2

=

1� �

80

· d2

�

2n2↵2

,

which implies

n >

p
1� �p
80

· d

�↵
p
1� ⇢

.

Thus for �  �  1/2, any ↵-differentially private algorithm needs ⌦

⇣
d

�↵

p
1�⇢

⌘
points to get

expected inner product ⇢ on all data sets with eigengap �.

We now consider the case where � > �. We choose a slightly different construction here. The i-th
database now consists of n(1 � �) copies of the 0 vector, and n� copies of �

�

w
i

. Thus, every pair

of databases differ in the values of n� =

ln(K�1)

↵

people, and the eigenvalue gap between the top
two eigenvectors is � · �

�

= �.

As the top eigenvector of the i-th database is u
i

= w
i

,
max

i 6=j

|hu
i

, u
j

i| = max

i 6=j

|hw
i

, w
j

i|  �

Combining this with (45), we obtain

1� ⇢ � 1

16

(1� �),

which provides the additional condition in the Theorem.

E Experiments and implementation

E.1 Description of the data sets

The kddcup99 [17] contains features about 494,021 network connections, census [2] is a demo-
graphic data set on 199, 523 individuals, localization [21] is a medical dataset with 164,860
instances of sensor readings on individuals engaged in different activities, and insurance [36] is
a dataset on product usage and demographics of 9,822 individuals. We chose values of k such that
the top-k PCA subspace had q

F

(V ) at least 80% of kAk
F

. A summary is in Table E.1.

All datasets contain a mix of continuous and categorical features. We preprocess each dataset by
converting a feature with q discrete values to a vector in {0, 1}q; after preprocessing, the datasets
kddcup99, census, localization and insurance have dimensions 116, 513, 44 and 150

respectively. We also normalize each column so that each entry has maximum value 1, and normalize
each row such that the maximum (Euclidean) row norm is 1. We choose k = 4 for kddcup, k = 8

for census, k = 10 for localization and k = 11 for insurance; in each case, the utility
q
F

(U
k

) of the top-k PCA subspace of the data matrix accounts for at least 80% of kAk
F

. Thus,
all four datasets, although fairly high dimensional, have good low-dimensional representations. The
properties of each dataset are summarized in Table E.1.
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Dataset #instances #dimensions k q
F

(U)/ kAk
F

kddcup 494,021 116 4 0.96
census 199,523 513 8 0.81
localization 164,860 44 10 0.81
insurance 9,822 150 11 0.81

Table 2: Parameters of each dataset. The second column is the number of dimensions after preprocessing.
k is the dimensionality of the PCA, and the fourth column contains qF(U)/ kAkF where U is the top k PCA
subspace.

E.2 Implementation for classification

We used a linear SVM for all classification tasks, which is implemented by libSVM [6].

E.3 Implementation of Gibbs sampling

There is a mismatch between the theoretical analysis of differentially private algorithms and their
implementation in real systems. Because differential privacy is a mathematical definition, the de-
scription of differentially private procedure makes a number of idealizations regarding computation.
Some of these idealizations are related to running the algorithm in a real environment; the designers
of differentially private systems such as Airavat [33] require additional security assumptions that
have to be verified. At a more basic level, the difference between truly random noise and pseudoran-
domness [29, 27] and the effects of finite precision can lead to a gap between the theoretical ideal
and practice. Finally, implementation of private algorithms can lead to further gaps between theory
and practice. For example, implementing objective perturbation [8] uses numerical optimization
tools for approximate solutions to convex optimization problems, which have complex termination
conditions that are not part of the accompanying theoretical analysis. In this work, MCMC sampling
does not sample exactly from the Bingham distribution, and we leave a theoretical investigation of
the impact of approximate sampling for future work.2

The theoretical analysis of PPCA uses properties of the Bingham distribution BMF
k

(·) given in (8).
To implement this algorithm for experiments we use a Gibbs sampler due to Hoff [19]. The Gibbs
sampling scheme induces a Markov Chain, the stationary distribution of which is the density in (8).
Gibbs sampling and other MCMC procedures are widely used in statistics, scientific modeling, and
machine learning to estimate properties of complex distributions.

Finding the speed of convergence of MCMC methods is still an open area of research. There has
been much theoretical work on estimating convegence times [18, 13, 20, 30, 31, 32, 22, 23], but
unfortunately, most theoretical guarantees are available only in special cases and are often too weak
for practical use. In lieu of theoretical guarantees, users of MCMC methods empirically estimate the
burn-in time, or the number of iterations after which the chain is sufficiently close to its stationary
distribution. Statisticians employ a range of diagnostic methods and statistical tests to empirically
determine if the Markov chain is close to stationarity [10, 5, 4, 14]. These tests do not provide a
sufficient guarantee of stationarity, and there is no “best test” to use. In practice, the convergence
of derived statistics is used to estimate an appropriate the burn-in time. In the case of the Bingham
distribution, Hoff [19] performs qualitative measures of convergence. Developing a better charac-
terization of the convergence of this Gibbs sampler is also an important question for future work.

To choose an appropriate burn-in time, we examined the time series trace of the Markov Chain. We
ran l copies of the chain, starting from l different initial locations drawn uniformly from the set of
all d⇥ k matrices with orthonormal columns. Let Xi

(t) be the output of the i-th copy at iteration t,
and let U be the top k PCA subspace of the data. For each i, we plot the magnitude of the projection
of Xi

(t) onto U . After a number of iterations, the projections should converge to the same value.

For each copy, we also plot the following statistic as a function of iteration T :

F i

k

(T ) =
1p
k

�����
1

T

TX

t=1

Xi

(t)

�����
F

,

2This paragraph also appears in the main text of the document.
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where k·k
F

is the Frobenius norm. The matrix Bingham distribution has mean 0, and hence with
increasing T , the statistic F i

k

(T ) should converge to 0.
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Figure 6: Plot of logFk(T ) for k = 4 as a func-
tion of iteration T for 40, 000 iterations of the Gibbs
sampler for the kddcup dataset.
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Figure 7: Plot of logFk(T ) for k = 11 as a func-
tion of iteration T for 40, 000 iterations of the Gibbs
sampler for the insurance dataset.

In our simulations, we observed that the Gibbs sampler converges to F
k

(t) < 0.01 at t = 20,000
when run on data with a few hundred dimensions and with k between 5 and 10; we thus chose to run
the Gibbs sampler for T = 20,000 timesteps for all the datasets. We show logF i

k

(T ) as a function
of iteration T for datasets insurance and kddcup in Figures 7 and 6 respectively; the plots are
over 5 trajectories of the Markov Chain, which are initialized at 5 locations drawn uniformly from
the set of all d⇥k matrices with orthonormal columns. The plots show that F i

k

(T ) decreases rapidly
after a few thousand iterations, and is less than 0.01 after T = 20,000 in both cases. logF i

k

(T ) also
appears to have a larger variance for kddcup than for insurance; this is explained by the fact that
the kddcup dataset has a much larger number of samples, which makes its stationary distribution
farther from the initial distribution of the sampler.

Our simulations indicate that the chains converge fairly rapidly, particularly when kA�A
k

k
F

is
small so that A

k

is a good approximation to A. Convergence is slower for larger n when the initial
state is chosen from the uniform distribution over all k⇥ d matrices with orthonormal columns; this
is explained by the fact that for larger n, the stationary distribution is farther in variation distance
from the starting distribution, which results in a longer convergence time.
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