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#### Abstract

Given pairwise dissimilarities between data points, we consider the problem of finding a subset of data points, called representatives or exemplars, that can efficiently describe the data collection. We formulate the problem as a row-sparsity regularized trace minimization problem that can be solved efficiently using convex programming. The solution of the proposed optimization program finds the representatives and the probability that each data point is associated with each one of the representatives. We obtain the range of the regularization parameter for which the solution of the proposed optimization program changes from selecting one representative for all data points to selecting all data points as representatives. When data points are distributed around multiple clusters according to the dissimilarities, we show that the data points in each cluster select representatives only from that cluster. Unlike metric-based methods, our algorithm can be applied to dissimilarities that are asymmetric or violate the triangle inequality, i.e., it does not require that the pairwise dissimilarities come from a metric. We demonstrate the effectiveness of the proposed algorithm on synthetic data as well as real-world image and text data.


## 1 Introduction

Finding a subset of data points, called representatives or exemplars, which can efficiently describe the data collection, is an important problem in scientific data analysis with applications in machine learning, computer vision, information retrieval, etc. Representatives help to summarize and visualize datasets of images, videos, text and web documents. Computational time and memory requirements of classification algorithms improve by working on representatives, which contain much of the information of the original data collection. For example, the efficiency of the NN method improves [1] by comparing tests samples to $K$ representatives as opposed to all $N$ training samples, where typically we have $K \ll N$. Representatives provide clustering of data points, and, as the most prototypical data points, can be used for efficient synthesis/generation of new data points.

The problem of finding representative data has been well-studied in the literature $[2,3,4,5,6,7,8]$. Depending on the type of the information that should be preserved by the representatives, algorithms can be divided into two categories. The first group of algorithms finds representatives from data that lie in one or multiple low-dimensional subspaces and typically operate on the measurement data vectors directly [5, 6, 7, 8, 9, 10, 11]. The Rank Revealing QR (RRQR) algorithm [6, 9] assumes that the data come from a low-rank model and tries to find a subset of columns of the data matrix that corresponds to the best conditioned submatrix. Randomized and greedy algorithms have also been proposed to find a subset of the columns of a low-rank matrix [5, 8, 10]. Assuming that the data can be expressed as a linear combination of the representatives, [7,11] formulate the problem of finding representatives as a joint-sparse recovery problem, [7] showing that when the data lie in a union of low-rank models, the algorithm finds representatives from each low-rank model.

The second group of algorithms finds representatives by assuming that there is a natural grouping of the data collection based on an appropriate measure of similarity between pairs of data points [2, $4,12,13,14]$. As a result, such algorithms typically operate on similarities/dissimilarities between data points. The Kmedoids algorithm [2] tries to find $K$ representatives from pairwise dissimilarities between data points. As solving the original optimization program is, in general, NP-hard [12], an iterative approach is employed. The performance of Kmedoids, similar to Kmeans [15], depends on initialization and decreases as the number of representatives, $K$, increases. The Affinity Propagation (AP) algorithm $[4,13,14]$ tries to find representatives from pairwise similarities between data points by using a message passing algorithm. While AP has suboptimal properties and finds approximate solutions, it does not require initialization and has been shown to perform well in problems such as unsupervised image categorization [16] and facility location problems [17].

In this paper, we propose an algorithm for selecting representatives of a data collection given dissimilarities between pairs of data points. We propose a row-sparsity regularized $[18,19]$ trace minimization program whose objective is to find a few representatives that encode well the collection of data points according to the provided dissimilarities. The solution of the proposed optimization program finds the representatives and the probability that each data point is associated with each one of the representatives. Instead of choosing the number of representatives, the regularization parameter puts a trade-off between the number of representatives and the encoding cost of the data points via the representatives based on the dissimilarities. We obtain the range of the regularization parameter where the solution of the proposed optimization program changes from selecting one representative for all data points to selecting each data point as a representative. When there is a clustering of data points, defined based on their dissimilarities, we show that, for a suitable range of the regularization parameter, the algorithm finds representatives from each cluster. Moreover, data points in each cluster select representatives only from the same cluster. Unlike metric-based methods, we do not require that the dissimilarities come from a metric. Specifically, the dissimilarities can be asymmetric or can violate the triangle inequality. We demonstrate the effectiveness of the proposed algorithm on synthetic data and real-world image and text data.

## 2 Problem Statement

We consider the problem of finding representatives from a collection of $N$ data points. Assume we are given a set of nonnegative dissimilarities $\left\{d_{i j}\right\}_{i, j=1, \ldots, N}$ between every pair of data points $i$ and $j$. The dissimilarity $d_{i j}$ indicates how well the data point $i$ is suited to be a representative of the data point $j$. More specifically, the smaller the value of $d_{i j}$ is, the better the data point $i$ is a representative of the data point $j .{ }^{1}$ Such dissimilarities can be built from measured data points, e.g., by using the Euclidean/geodesic distances or the inner products between data points. Dissimilarities can also be given directly without accessing or measuring the data points, e.g., they can be subjective measurements of the relationships between different objects. We can arrange the dissimilarities into a matrix of the form

$$
\boldsymbol{D} \triangleq\left[\begin{array}{c}
\boldsymbol{d}_{1}^{\top}  \tag{1}\\
\vdots \\
\boldsymbol{d}_{N}^{\top}
\end{array}\right]=\left[\begin{array}{cccc}
d_{11} & d_{12} & \cdots & d_{1 N} \\
\vdots & \vdots & & \vdots \\
d_{N 1} & d_{N 2} & \cdots & d_{N N}
\end{array}\right] \in \mathbb{R}^{N \times N},
$$

where $\boldsymbol{d}_{i} \in \mathbb{R}^{N}$ denotes the $i$-th row of $\boldsymbol{D}$.
Remark 1 We do not require the dissimilarities to satisfy the triangle inequality. In addition, we do not assume symmetry on the pairwise dissimilarities. $\boldsymbol{D}$ can be asymmetric, where $d_{i j} \neq d_{j i}$ for some pairs of data points. In other words, how well data point $i$ represents data point $j$ can be different from how well $j$ represents $i$. In the experiments, we will show an example of asymmetric dissimilarities for finding representative sentences in text documents.

Given $\boldsymbol{D}$, our goal is to select a subset of data points, called representatives or exemplars, that efficiently represent the collection of data points. We consider an optimization program that promotes selecting a few data points that can well encode all data points via the dissimilarities. To do so, we consider variables $z_{i j}$ associated with dissimilarities $d_{i j}$ and denote by the matrix of all variables as
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Figure 1: Data points (blue dots) in two clusters and the representatives (red circles) found by the proposed optimization program in (4) for several values of $\lambda$ with $\lambda_{\max , q}$ defined in (6). Top: $q=2$, Bottom: $q=\infty$.

$$
\boldsymbol{Z} \triangleq\left[\begin{array}{c}
\boldsymbol{z}_{1}^{\top}  \tag{2}\\
\vdots \\
\boldsymbol{z}_{N}^{\top}
\end{array}\right]=\left[\begin{array}{cccc}
z_{11} & z_{12} & \cdots & z_{1 N} \\
\vdots & \vdots & & \vdots \\
z_{N 1} & z_{N 2} & \cdots & z_{N N}
\end{array}\right] \in \mathbb{R}^{N \times N},
$$

where $\boldsymbol{z}_{i} \in \mathbb{R}^{N}$ denotes the $i$-th row of $\boldsymbol{Z}$. We interpret $z_{i j}$ as the probability that data point $i$ be a representative for data point $j$, hence $z_{i j} \in[0,1]$. A data point $j$ can have multiple representatives in which case $z_{i j}>0$ for all the indices $i$ of the representatives. As a result, we must have $\sum_{i=1}^{N} z_{i j}=$ 1 , which ensures that the total probability of data point $j$ choosing all its representatives is equal to one. Our goal is to select a few representatives that well encode the data collection according to the dissimilarities. To do so, we propose a row-sparsity regularized trace minimization program on $Z$ that consists of two terms. First, we want the representatives to encode well all data points via dissimilarities. If the data point $i$ is chosen to be a representative of a data point $j$ with probability $z_{i j}$, the cost of encoding $j$ with $i$ is $d_{i j} z_{i j} \in\left[0, d_{i j}\right]$. Hence, the total cost of encoding $j$ using all its representatives is $\sum_{i=1}^{N} d_{i j} z_{i j}$. Second, we would like to have as few representatives as possible for all the data points. When the data point $i$ is a representative of some of the data points, we have $\boldsymbol{z}_{i} \neq \mathbf{0}$, i.e., the $i$-th row of $\boldsymbol{Z}$ is nonzero. Having a few representatives then corresponds to having a few nonzero rows in the matrix $\boldsymbol{Z}$. Putting these two goals together, we consider the following minimization program

$$
\begin{equation*}
\min \sum_{j=1}^{N} \sum_{i=1}^{N} d_{i j} z_{i j}+\lambda \sum_{i=1}^{N} \mathrm{I}\left(\left\|z_{i}\right\|_{q}\right) \quad \text { s.t. } \quad z_{i j} \geq 0, \quad \forall i, j ; \quad \sum_{i=1}^{N} z_{i j}=1, \quad \forall j, \tag{3}
\end{equation*}
$$

where $\mathrm{I}(\cdot)$ denotes the indicator function, which is zero when its argument is zero and is one otherwise. The first term in the objective function corresponds to the total cost of encoding all data points using the representatives and the second term corresponds to the cost associated with the number of the representatives. The parameter $\lambda>0$ sets the trade-off between the two terms. Since the minimization in (3) that involves counting the number of nonzero rows of $\boldsymbol{Z}$ is, in general, NP-hard, we consider the following standard convex relaxation

$$
\begin{equation*}
\min \sum_{j=1}^{N} \sum_{i=1}^{N} d_{i j} z_{i j}+\lambda \sum_{i=1}^{N}\left\|\boldsymbol{z}_{i}\right\|_{q} \quad \text { s.t. } \quad z_{i j} \geq 0, \quad \forall i, j ; \quad \sum_{i=1}^{N} z_{i j}=1, \quad \forall j, \tag{4}
\end{equation*}
$$

where, instead of counting the number of nonzero rows of $\boldsymbol{Z}$, we use the sum of the $\ell_{q}$-norms of the rows of $\boldsymbol{Z}$. Typically, we choose $q \in\{2, \infty\}$ for which the optimization program (4) is convex. ${ }^{2}$ Note that the optimization program (4) can be rewritten in the matrix form as

$$
\begin{equation*}
\min \operatorname{tr}\left(\boldsymbol{D}^{\top} \boldsymbol{Z}\right)+\lambda\|\boldsymbol{Z}\|_{1, q} \quad \text { s.t. } \quad \boldsymbol{Z} \geq \mathbf{0}, \quad \mathbf{1}^{\top} \boldsymbol{Z}=\mathbf{1}^{\top} \tag{5}
\end{equation*}
$$

where $\operatorname{tr}(\cdot)$ denotes the trace operator, $\|\boldsymbol{Z}\|_{1, q} \triangleq \sum_{i=1}^{N}\left\|\boldsymbol{z}_{i}\right\|_{q}$, and $\mathbf{1}$ denotes an $N$-dimensional vector whose elements are all equal to one.
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Figure 2: For the data points shown in Fig. 1, the matrix $\boldsymbol{Z}$ obtained by the proposed optimization program in (4) is shown for several values of $\lambda$, where $\lambda_{\max , q}$ is defined in (6). Top: $q=2$, Bottom: $q=\infty$.

As we change the regularization parameter $\lambda$ in (4), the number of representatives found by the algorithm changes. For small values of $\lambda$, where we put more emphasis on better encoding data points via representatives, we obtain more representatives. In the limiting case of $\lambda \rightarrow 0$ all points are selected as representatives, each point being the representative of itself, i.e., $\boldsymbol{z}_{i i}=1$ for all $i$. On the other hand, for large values of $\lambda$, where we put more emphasis on the row-sparsity of $\boldsymbol{Z}$, we select a small number of representatives. In the limiting case of $\lambda \rightarrow \infty$, we select only one representative for all data points. Figures 1 and 2 illustrate the representatives and the matrix $\boldsymbol{Z}$, respectively, for several values of $\lambda$. In Section 3, we compute the range of $\lambda$ for which the solution of (4) changes from a single representative to all points being representatives. Note that, similar to the relationship between sparse dictionary leaning [20] and Kmeans, there is a relationship between our method and Kmedoids. A discussion of this is part of a future publication.
Once we have solved the optimization program (4), we can find the representative indices from the nonzero rows of $\boldsymbol{Z}$. We can also obtain the clustering of data points into $K$ clusters associated with $K$ representatives by assigning each data point to its closets representative. More specifically, if $i_{1}, \cdots, i_{K}$ denote the indices of the representatives, data point $j$ is assigned to the representative $R(j)$ according to $R(j)=\operatorname{argmin}_{\ell \in\left\{i_{1}, \cdots, i_{K}\right\}} d_{\ell j}$. As mentioned before, the solution $\boldsymbol{Z}$ gives the probability that each data point is associated with each one of the representatives, which also provides a soft clustering of data points to the representatives. In Section 3 we show that when there is a clustering of data points based on their dissimilarities (see Definition 1), each point selects representatives from its own cluster.

## 3 Theoretical Analysis

In this section, we consider the optimization program (4) and study the behavior of its solution as a function of the regularization parameter. First, we analyze the solution of (4) for a sufficiently large value of $\lambda$. We obtain a threshold value on $\lambda$ after which the solution of (4) remains the same, selecting only one representative data point. More specifically, we show the following result.

Theorem 1 Consider the optimization program (4). Let $\ell \triangleq \operatorname{argmin}_{i} \mathbf{1}^{\top} \boldsymbol{d}_{i}$ and

$$
\begin{equation*}
\lambda_{\max , 2} \triangleq \max _{i \neq \ell} \frac{\sqrt{N}}{2} \cdot \frac{\left\|\boldsymbol{d}_{i}-\boldsymbol{d}_{\ell}\right\|_{2}^{2}}{\mathbf{1}^{\top}\left(\boldsymbol{d}_{i}-\boldsymbol{d}_{\ell}\right)}, \quad \lambda_{\max , \infty} \triangleq \max _{i \neq \ell} \frac{\left\|\boldsymbol{d}_{i}-\boldsymbol{d}_{\ell}\right\|_{1}}{2} \tag{6}
\end{equation*}
$$

For $q \in\{2, \infty\}$, when $\lambda \geq \lambda_{\max , q}$, the solution of the optimization program (4) is equal to $\boldsymbol{Z}=$ $\boldsymbol{e}_{\ell} \mathbf{1}^{\top}$, where $\boldsymbol{e}_{\ell}$ denotes the vector whose elements are all zero except its $\ell$-th element, which is equal to 1. In other words, the solution of (4) for $\lambda \geq \lambda_{\max , q}$ corresponds to choosing only the $\ell$-th data point as the representative of all the data points.

Note that the threshold value of the regularization parameter, for which we obtain only one representative, is different for $q=2$ and $q=\infty$. However, the two cases obtain the same representative given by the data point for which $1^{\top} \boldsymbol{d}_{i}$ is minimum, i.e., the data point with the smallest sum of


Figure 3: Data points in two clusters with dissimilarities given by pairwise Euclidean distances. For $\lambda<$ $\Delta-\max \left\{\delta_{1}, \delta_{2}\right\}$, in the solution of the optimization program (4), points in each cluster are represented by representatives from the same cluster.
dissimilarities to other data points. Notice also that when the dissimilarities are the Euclidean distances between the data points, the single representative corresponds to the data point closest to the geometric median of all data points, as shown in the right plot of Figure 1.

When the regularization parameter $\lambda$ is smaller than the threshold in (6), the optimization program in (4) can find multiple representatives for each data point. However, when there is a clustering of data points based on their dissimilarities (see Definition 1), we expect to select representatives from each cluster. In addition, we expect that the data points in each cluster be associated with the representatives in that cluster only.

Definition 1 Given dissimilarities $\left\{d_{i j}\right\}_{i, j=1, \ldots, N}$ between $N$ data points, we say that the data partitions into $n$ clusters $\left\{\mathcal{C}_{i}\right\}_{i=1}^{n}$ according to the dissimilarities, iffor any data point $j^{\prime}$ in any $\mathcal{C}_{j}$, the largest dissimilarity to other data points in $\mathcal{C}_{j}$ is strictly smaller than the smallest dissimilarity to the data points in any $\mathcal{C}_{i}$ different from $\mathcal{C}_{j}$, i.e.,

$$
\begin{equation*}
\max _{i^{\prime} \in \mathcal{C}_{j}} d_{i^{\prime} j^{\prime}}<\min _{i \neq j} \min _{i^{\prime} \in \mathcal{C}_{i}} d_{i^{\prime} j^{\prime}}, \quad \forall j=1, \ldots, n, \forall j^{\prime} \in \mathcal{C}_{j} . \tag{7}
\end{equation*}
$$

In other words, the data partitions into clusters $\left\{\mathcal{C}_{i}\right\}_{i=1}^{n}$, when the interclass dissimilarity is smaller than the intraclass dissimilarity.

Next, we show that for a suitable range of the regularization parameter that depends on the intraclass and interclass dissimilarities, the probability that a point chooses representatives from other clusters is zero. More precisely, we have the following result.

Theorem 2 Given dissimilarities $\left\{d_{i j}\right\}_{i, j=1, \ldots, N}$ between $N$ data points, assume that the data partitions into $n$ clusters $\left\{\mathcal{C}_{i}\right\}_{i=1}^{n}$ according to Definition 1. Let $\lambda_{c}$ be defined as

$$
\begin{equation*}
\lambda_{c} \triangleq \min _{j} \min _{j^{\prime} \in \mathcal{C}_{j}}\left(\min _{i \neq j} \min _{i^{\prime} \in \mathcal{C}_{i}} d_{i^{\prime} j^{\prime}}-\max _{i^{\prime} \in \mathcal{C}_{j}} d_{i^{\prime} j^{\prime}}\right) \tag{8}
\end{equation*}
$$

Then for $\lambda \leq \lambda_{c}$, the optimization program (4) finds representatives in each cluster, where the data points in every $\mathcal{C}_{i}$ select representatives only from $\mathcal{C}_{i}$. A less tight clustering threshold $\lambda_{c}^{\prime} \leq \lambda_{c}$ on the regularization parameter is given by

$$
\begin{equation*}
\lambda_{c}^{\prime} \triangleq \min _{i \neq j} \min _{i^{\prime} \in \mathcal{C}_{i}, j^{\prime} \in \mathcal{C}_{j}} d_{i^{\prime} j^{\prime}}-\max _{i} \max _{i^{\prime} \neq j^{\prime} \in \mathcal{C}_{i}} d_{i^{\prime} j^{\prime}} \tag{9}
\end{equation*}
$$

The first term in the right-hand-side of (9) shows the minimum dissimilarity between data points in two different clusters. The second term in the right-hand-side of (9) shows the maximum, over all clusters, of the dissimilarity between different data points in each cluster. When $\lambda_{c}$ or $\lambda_{c}^{\prime}$ increase, e.g., when the intraclass dissimilarities increase or the interclass dissimilarities decrease, the maximum possible $\lambda$ for which we obtain clustering increases. As an illustrative example, consider Figure 3, where data points are distributed in two clusters according to the dissimilarities given by the pairwise Euclidean distances of the data points. Let $\delta_{i}$ denote the diameter of cluster $i$ and $\Delta$ be the minimum distance among pairs of data points in different clusters. Assuming $\max \left\{\delta_{1}, \delta_{2}\right\}<\Delta$, for $\lambda<\Delta-\max \left\{\delta_{1}, \delta_{2}\right\}$, the solution of the optimization program (4) is of the form $\boldsymbol{Z}=\boldsymbol{\Gamma}\left[\begin{array}{cc}\boldsymbol{Z}_{1} & \mathbf{0} \\ \mathbf{0} & \boldsymbol{Z}_{2}\end{array}\right]$, where $\boldsymbol{\Gamma} \in \mathbb{R}^{N \times N}$ is a permutation matrix corresponding to the separation of the data into the two clusters.

Remark 2 The results of Theorems 1 and 2 suggest that there is a range of the regularization parameter for which we obtain only one representative from each cluster. In other words, if


Figure 4: Number of representatives obtained by the proposed optimization program in (4) for data points in the two clusters shown in Fig. 1 as a function of the regularization parameter $\lambda=\alpha \lambda_{\max , q}$ with $q \in\{2, \infty\}$.


Figure 5: Representatives and the probability matrix $\boldsymbol{Z}$ obtained by our proposed algorithm in (4) for $q=\infty$. 20 random data points are added to 120 data points generated by a mixture of 3 Gaussian distributions.
$\lambda_{\max , q}\left(\mathcal{C}_{i}\right)$ denotes the threshold on $\lambda$ after which we obtain only one representative from $\mathcal{C}_{i}$, then for $\max _{i} \lambda_{\max , q}\left(\mathcal{C}_{i}\right) \leq \lambda<\lambda_{c}$, the data points in each $\mathcal{C}_{i}$ select only one representative that is in $\mathcal{C}_{i}$. As we will show in the experiments, such an interval often exists and can, in fact, be large

For a sufficiently small value of $\lambda$, where we put less emphasis in the row-sparsity term in the optimization program (4), each data point becomes a representative, i.e., $z_{i i}=1$ for all $i$. In such a case, each data point forms its own cluster. From the result in Theorem 2, we obtain a threshold $\lambda_{\min }$ such that for $\lambda \leq \lambda_{\min }$ the solution $\boldsymbol{Z}$ is equal to the identity matrix.

Corollary 1 Let $\lambda_{\min , q} \triangleq \min _{j}\left(\min _{i \neq j} d_{i j}-d_{j j}\right)$ for $q \in\{2, \infty\}$. For $\lambda \leq \lambda_{\min , q}$, the solution of the optimization program (4) for $q \in\{2, \infty\}$ is equal to the identity matrix. In other words, each data point is the representative of itself.

## 4 Experiments

In this section, we evaluate the performance of the proposed algorithm on synthetic and real datasets. As scaling of $\boldsymbol{D}$ and $\lambda$ by the same value does not change the solution of (4), we always scale dissimilarities to lie in $[0,1]$ by dividing the elements of $\boldsymbol{D}$ by its largest element. Unless stated otherwise, we typically set $\lambda=\alpha \lambda_{\max , q}$ with $\alpha \in[0.01,0.1]$, for which we obtain good results.

### 4.1 Experiments on Synthetic Data

We consider the synthetic dataset shown in Figure 1 that consists of data points distributed around two clusters. We run the proposed optimization program in (4) for both $q=2$ and $q=\infty$ for several values of $\lambda$. Figures 1 and 2 show the representatives and the matrix of variables $\boldsymbol{Z}$, respectively, for several values of the regularization parameter. Notice that, as discussed before, for small values of $\lambda$, we obtain more representatives and as we increase $\lambda$, the number of representatives decreases. When the regularization parameter reaches $\lambda_{\max , q}$, computed using our theoretical analysis, we obtain only one representative for the dataset. It is important to note that, as we showed in the theoretical analysis, when the regularization parameter is sufficiently small, data points in each cluster only select representatives from that cluster (see Figure 2), i.e., $\boldsymbol{Z}$ has a block-diagonal structure when its columns are permuted according to the clusters. Moreover, as Figure 2 shows, for a sufficiently large range of the regularization parameter, we obtain only one representative from each cluster. To better see this, we run the optimization program with $\lambda=\alpha \lambda_{\max , q}$ for different values of $\alpha$. The two left-hand side plots in Figure 4 show the number of the representatives for $q=2$ and $q=\infty$, respectively, from each of the two clusters.
As shown, when $\lambda$ gets larger than $\lambda_{\max , q}$, we obtain only one representative from the right cluster and no representative from the left cluster, i.e., as expected, we obtain one representative for all the data points. Also, when $\lambda$ gets smaller than $\lambda_{\min , q}$, all data points become representatives, as


Figure 6: Classification error on the USPS (left) and ISOLET (right) datasets using representatives obtained by different algorithms. Horizontal axis shows the percentage of the selected representatives from each class (averaged over all classes). Dashed line shows the classification error (\%) using all the training samples.
expected from our theoretical result. It is also important to note that, for a sufficiently large range of the values of $\lambda$, we select only one representative from each cluster. The two right-hand side plots in Figure 4 show the number of the representatives when we increase the distance between the two clusters. Notice that we obtain similar results as before except that the range of $\lambda$ for which we select one representative from each cluster has increased. This is also expected from our theoretical analysis, since $\lambda_{c}$ in (8) increases as the distance between the two clusters increases.

Note that we also obtain similar results for larger number of clusters. For better visualization, we have shown the results for only two clusters. Also, when there is not a clear partitioning of the data points into clusters according to Definition 1, e.g., when there are data points distributed between different clusters, as shown in Figure 5, we still obtain similar results to what we have discussed in our theoretical analysis. This suggests the existence of stronger theoretical guarantees for our proposed algorithm, which is the subject of our future work.

### 4.2 Experiments on Real Data

In this section, we evaluate the performance of our proposed algorithm on real image and text data. We report the result for $q=\infty$ as it typically obtains better results than $q=2$.

### 4.2.1 NN Classification using Representatives

First, we consider the problem of finding prototypes for classification using the nearest neighbor (NN) algorithm [15]. Finding representatives that correspond to the modes of the data distribution helps to significantly reduce the computational cost and memory requirements of classification algorithms, while maintaining their performance. To investigate the effectiveness of our proposed method for finding informative prototypes for classification, we consider two datasets of USPS [21] and ISOLET [22]. We find the representatives of the training data in each class of a dataset and use the representatives as a reduced training set to perform NN classification on the test data. We obtain the representatives by taking dissimilarities to be pairwise Euclidean distances between data points. We compare our proposed algorithm with AP [4], Kmedoids [2], and random selection of data points (Rand) as the baseline. Since Kmedoids depends on initialization, we run the algorithm 1000 times with different random initializations and report the results corresponding to the best solution (lowest energy) and the worst solution (highest energy) as Kmedoids-w and Kmedoids-b, respectively. To have a fair comparison, we run all algorithms so that they obtain the same number of representatives.

Figure 6 shows the average classification errors using the NN method for the two datasets. The classification error using all training samples of each dataset is also shown with a black dashed line. As the results show, the classification performance using the representatives found by our proposed algorithm is close to that of using all the training samples. Specifically, in the USPS dataset, using representatives found by our proposed method, which consist of only $16 \%$ of the training samples, we obtain $6.2 \%$ classification error compared to $4.7 \%$ error obtained using all the training samples. In the ISOLET dataset, with representatives corresponding to less than half of the training samples, we obtain very close classification performance to using all the training samples ( $12.4 \%$ error compared to $11.4 \%$ error). Notice that when the number of representatives decreases, as expected, the classification performance also decreases. However, in all cases, our proposed algorithm as well as AP are less affected by the decrease in the number of the representatives.


Figure 7: Some frames of a political debate video, which consists of multiple shots, and the automatically computed representatives (inside red rectangles) of the whole video sequence using our proposed algorithm.

### 4.2.2 Video Summarization using Representatives

We now evaluate our proposed algorithm for finding representative frames of video sequences. We take a political debate video [7], downsample the frames to $80 \times 100$ pixels, and convert each frame to a grayscale image. Each data point then corresponds to an 8000 -dimensional vector obtained by vectorizing each grayscale downsampled frame. We set the dissimilarities to be the Euclidean distances between pairs of data points. Figure 7 shows some frames of the video and the representatives computed by our method. Notice that we obtain a representative for each shot of the video. It is worth mentioning that the computed representatives do not change for $\lambda \in[2.68,6.55]$.

### 4.2.3 Finding Representative Sentences in Text Documents

As we discussed earlier, our proposed algorithm can deal with dissimilarities that are not necessarily metric, i.e., can be asymmetric or violate the triangle inequality. We consider now an example of asymmetric dissimilarities where we find representative sentences in the text document of this paper. We compute the dissimilarities between sentences using an information theory-based criterion as follows [4]: we treat each sentence as a "bag of words" and compute $d_{i j}$ (how well sentence $i$ represents sentence $j$ ) based on the sum of the costs of encoding every word in sentence $j$ using the words in sentence $i$. More precisely, for sentences in the text of the paper, we extract the words delimited by spaces, we remove all punctuations, and eliminate words that have less than 5 characters. For each word in sentence $j$, if the word matches ${ }^{3}$ a word in sentence $i$, we set the encoding cost for the word to the logarithm of the number of words in sentence $i$, which is the cost of encoding the index of the matched word. Otherwise, we set the encoding cost for the word to the logarithm of the number of the words in the text dictionary, which is the cost of encoding the index of the word in all the text. We also compute $d_{i i}$ using the same procedure, i.e., $d_{i i} \neq 0$, which penalizes selecting very long sentences. We found that $96 \%$ of the dissimilarities are asymmetric. The four representative sentences obtained by our algorithm summarize the paper as follows:
-Given pairwise dissimilarities between data points, we consider the problem of finding a subset of data points, called representatives or exemplars, that can efficiently describe the data collection.
-We obtain the range of the regularization parameter for which the solution of the proposed optimization program changes from selecting one representative for all data points to selecting all data points as representatives.
-When there is a clustering of data points, defined based on their dissimilarities, we show that, for a suitable range of the regularization parameter, the algorithm finds representatives from each cluster.
-As the results show, the classification performance using the representatives found by our proposed algorithm is close to that of using all the training samples.
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[^0]:    ${ }^{1} d_{i i}$ can be set to have a nonzero value, as we will show in the experiments on the text data.

[^1]:    ${ }^{2}$ It is typically the case that $q=\infty$ favors having 0 and 1 elements for $\boldsymbol{Z}$, while $q=2$ allows elements that more often take other values in $[0,1]$. Note that $q=1$ also imposes sparsity in the nonzero rows of $\boldsymbol{Z}$, which is not desirable since it promotes only a few data points to be associated with each representative

[^2]:    ${ }^{3}$ We consider a word to match another word, if either word is a substring of the other.

