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Abstract 

We study model feed forward networks as time series predictors 
in the stationary limit. The focus is on complex, yet non-chaotic, 
behavior. The main question we address is whether the asymptotic 
behavior is governed by the architecture, regardless the details of 
the weights . We find hierarchies among classes of architectures 
with respect to the attract or dimension of the long term sequence 
they are capable of generating; larger number of hidden units can 
generate higher dimensional attractors. In the case of a perceptron, 
we develop the stationary solution for general weights, and show 
that the flow is typically one dimensional. The relaxation time 
from an arbitrary initial condition to the stationary solution is 
found to scale linearly with the size of the network. In multilayer 
networks, the number of hidden units gives bounds on the number 
and dimension of the possible attractors. We conclude that long 
term prediction (in the non-chaotic regime) with such models is 
governed by attractor dynamics related to the architecture. 

Neural networks provide an important tool as model free estimators for the solution 
of problems when the real model is unknown, or weakly known. In the last decade 
there has been a growing interest in the application of such tools in the area of time 
series prediction (see Weigand and Gershenfeld, 1994). In this paper we analyse a 
typical class of architectures used in this field, i.e. a feed forward network governed 
by the following dynamic rule: 

S t+l S 
1 = out ; S t+l = st 1 J' - 2 N ] ]- -, .. . , (1) 

where Sout is the network's output at time step t and Sj are the inputs at that time; 
N is the size of the delayed input vector. The rational behind using time delayed 
vectors as inputs is the theory of state space reconstruction of a dynamic system 
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using delay coordinates (Takens 1981, Sauer Yorke and Casdagli 1991). This the
ory address the problem of reproducing a set of states associated with the dynamic 
system using vectors obtained from the measured time series, and is widely used for 
time series analysis. A similar architecture incorporating time delays is the TDNN 
- time-delay neural network with a recurrent loop (Waibel et. al. 1989). This type 
of networks is known to be appropriate for learning temporal sequences, e.g. speech 
signal. In the context of time series, it is mostly used for short term predictions. Our 
analysis focuses on the various long-time properties of the sequence generated by a 
given architecture and the interplay between them. The aim of such an investiga
tion is the understanding and characterization of the long term sequences generated 
by such architectures, and the time scale to reach this asymptotic behavior. Such 
knowledge is necessary to define adequate measures for the transition between a 
locally dependent prediction and the long term behavior. Though some work has 
been done on characterization of a dynamic system from its time series using neu
ral networks, not much analytical results that connect architecture and long-time 
prediction are available (see M. Mozer in Weigand and Gershenfeld, 1994). Nev
ertheless, practical considerations for choosing the architecture were investigated 
extensively (Weigand and Gershenfeld, 1994 and references therein). It has been 
shown that such networks are capable of generating chaotic like sequences. While 
it is possible to reconstruct approximately the phase space of chaotic attractors (at 
least in low dimension), it is clear that prediction of chaotic sequences is limited 
by the very nature of such systems, namely the divergence of the distance between 
nearby trajectories. Therefore one can only speak about short time predictions with 
respect to such systems. Our focus is the ability to generate complex sequences, 
and the relation between architecture and the dimension of such sequences. 

1 Perceptron 

We begin with a study of the simplest feed forward network, the perceptron. We 
analyse a perceptron whose output Sout at time step t is given by: 

Sou. = tanh [13 (t,(W; + WO)Sj) ] (2) 

where {3 is a gain parameter, N is the input size. The bias term ,Wo, plays the same 
role as the common 'external field' used in the literature, while preserving the same 
qualitative asymptotic solution. In a previous work (Eisenstein et. al. , 1995) it was 
found that the stationary state (of a similar architecture but with a "sign" activation 
function instead of the "tanh", equivalently (3 --t 00) is influenced primarily by one 
of the larger Fourier components in the power spectrum of the weights vector W 
of the perceptron. This observation motivates the following representation of the 
vector W. Let us start with the case of a vector that consists of a singl€ biased 
Fourier component of the form: 

Wj = acos(27fKjjN) j = 1, ... ,N ; Wo =b (3) 

where a, b are constants and K is a positive integer. This case is generalized later on, 
however for clarity we treat first the simple case. Note that the vector W can always 
be represented as a Fourier decomposition of its values. The stationary solution for 
the sequence (SI) produced by the output of the percept ron , when inserting this 
choice of the weights into equation (2), can be shown to be of the form: 

SI = tanh [A({3) cos(27fKljN) + B({3)] 

There are two non-zero solutions possible for the variables (A, B): 

(4) 
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A 

B 

t{3N a I:~l D(p)(A/2)2P-l (p!)-2 

{3Nb I:~l D(p)S2 p-l ((2p)!)-1 
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B =0 
(5) 

where D(p) = 22p (2 2p - 1)B2p and B2p are the Bernoulli numbers. Analysis 
of equations (5) reveals the following behavior as a function of the parameter {3. 
Each of the variables is the amplitude of an attractor. The attractor represented 
by (A i- 0, B = 0) is a limit cycle while the attractor represented by (B i- 0, A = 0) 
is !l fixed point of the dynamics. The onset of each of the attractors A(B) is at 
{3cl = 2(aN)-1 ({3c2 = (bN)-l) respectively. One can identify three regimes: (1) 
{3 < {3cl,c2 - the stable solution is Sl = O. (2) min({3cl, (3c2) < {3 < max({3cl, (3c2) -
the system flows for all initial conditions into the attractor whose {3c is smaller. (3) 
{3 > {3cl,c2 - depending on the initial condition of the input vector, the system flows 
into one of the attractors, namely, the stationary state is either a fixed point or a 
periodic flow. {3cl is known as a Hopf bifurcation point. Naturally, the attractor 
whose {3c is smaller has a larger basin of attraction, hence it is more probable to 
attract the flow (in the third regime). 
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Figure 1: Embedding of a se
quence generated by a percep
tron whose weights follow eq. 3 
(6) . Periodic sequence (outer 
curve) N = 128, k = 17, b = 0.3, 
{3 = 1/40 and quasi periodic (in
ner) k = 17, ¢ = 0.123, (3 
1/45 respectively. 

Next we discuss the more general case where the weights of eq. (3) includes an 
arbitrary phase shift of the form: 

Wj = acos(27fKj/N - 7f¢) ¢ E (-1,1) (6) 

The leading term of the stationary solution in the limit N » 1 is of the form: 

Sl = tanh [A({3) cos(27f(K - ¢)l/N) + B({3)] (7) 

where the higher harmonic corrections are of O( 1 / K). A note should be made here 
that the phase shift in the weights is manifested as a frequency shift in the solution. 
In addition, the attractor associated with A i- 0 is now a quasi-periodic flow in the 
generic case when ¢ is irrational. The onset value ofthe fixed point ({3c2) is the same 
as before, however the onset of the quasi-periodic orbit is (3cl = sin'(!4» 2(aN)-1. 
The variables A, B follow similar equations to (5): 

A (3Na SinJ;4» I:~l D(p)(A/2)2P-l(p!)-2 B =0 
(8) 

A=O 

The three regimes discussed above appear in this case as well. Figure 1 shows the 
attractor associated with (A i- 0, B = 0) for the two cases where the series generated 
by the output is embedded as a sequence of two dimensional vectors (Sl+l, Sl). 



318 A. Priel, I Kanter and D. A. Kessler 

The general weights can be written as a combination of their Fourier components 
with different K's and ¢'s: 

m 

Wj = Laicos(27fKd/N-7f¢i) ¢i E (-1,1) (9) 
i=l 

When the different K's are not integer divisors of each other, the general solution 
is similar to that described above: 

Sl = tanh [t, A,({3) cos(27r(K, - <pi)l / N) + B({3) 1 (10) 

where m is the number of relevant Fourier components. As above, the variables 
Ai ,B are coupled via self consistent equations. Nevertheless, the generic stationary 
flow is one of the possible attractors, depending on /3 and the initial condition; i.e. 
(Aq i- 0, Ai = 0 Vi i- q ,B = 0) or (B i- 0, Ai = 0). By now we can conclude that 
the generic flow for the perceptron is one of three: a fixed point, periodic cycle or 
quasi-periodic flow. The first two have a zero dimension while the last describes a 
one dimensional flow. we stress that more complex flows are possible even in our 
solution (eq. 10), however they require special relation between the frequencies and 
a very high value of /3, typically more than an order of magnitude greater than 
bifurcation value. 

2 Relaxation time 

At this stage the reader might wonder about the relation between the asymptotic 
results presented above and the ability of such a model to predict. In fact, the 
practical use of feed forward networks in time series prediction is divided into two 
phases. In the first phase, the network is trained in an open loop using a given time 
series. In the second phase, the network operates in a closed loop and the sequence it 
generates is also used for the future predictions. Hence, it is clear from our analysis 
that eventually the network will be driven to one of the attractors. The relevant 
question is how long does it takes to arrive at such asymptotic behavior? We 
shall see that the characteristic time is governed by the gap between the largest and 
the second largest eigenvalues of the linearized map. Let us start by reformulating 
eqs. (1,2) in a matrix form, i.e. we linearize the map. Denote st = (Sf, s~, ... , Sj.,,) 

-t -t -t+1 
and (S )' is the transposed vector. The map is then T(S)' = (S )' where 

CN-l CN 

o 0 

T= o 0 (11) 

o 0 1 o 

The first row of T gives the next output value = si+1 while the rest of the matrix is 
just the shift defined by eq. (1) . This matrix is known as the "companion matrix" 
(e.g. Ralston and Rabinowitz, 1978). The characteristic function of T can be 
written as follows: 

N 

/3 '" Cn = 1 ~ ).n 
n=l 

(12) 

from which it is possible to extract the eigenvalues. At (3 = /3c the largest eigenvalue 
of T is 1).11 = 1. Denote the second largest eigenvalue ).2 such that 1).21 = 1 - 6. . 
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Figure 2: Scaling of �~� for a per
ceptron with two Fourier com
ponents, (eq. 9), with ai = 1, 
Kl = 3, 1>1 = 0.121, K2 = 7, 
1>2 = 0 , Wo = 0.3 . The dashed 
line is a linear fit of 0.1/ N, N = 
50, ... ,400. 
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Applying T T - times to an initial state vector results in a vector whose second 
largest component is of order: 

(13) 

therefore we can define the characteristic relaxation time in the vicinity of an at
tractor to be T = �~� -1 . 1 

We have analysed eq. (12) numerically for various cases of Ci, e.g. Wi composed of 
one or two Fourier components. In all the cases (3 was chosen to be the minimal f3c to 
ensure that the linearized form is valid. We found that �~�,�.�.�.�.�.�,� I/N. Figure 2 depicts 
one example of two Fourier components. Next, we have simulated the network and 
measured the average time ( T S ) it takes to flow into an attractor starting from 
an arbitrary initial condition. The following simulations support the analytical 
result ( T ,....., N ) for general (random) weights and high gain (13) value as well. 
The threshold we apply for the decision whether the flow is already close enough 
to the attractor is the ratio between the component with the largest power in the 

-t 
spectrum and the total power spectrum of the current state (S ), which should 
exceed 0.95. The results presented in Figure 3 are an average over 100 samples 
started from random initial condition. The weights are taken at random, however 
we add a dominant Fourier component with no phase to control the bifurcation 
point more easily. This component has an amplitude which is about twice the other 
components to make sure that its bifurcation point is the smallest. We observe a 
clear linear relation between this time and N (T S ,....., N ). The slope depends on the 
actual values of the weights, however the power law scaling does not change. 

On general principles, we expect the analytically derived scaling law for �~� to be 
valid even beyond the linear regime. Indeed the numerical simulations (Figure 3) 
support this conjecture. 

3 Multilayer networks 

For simplicity, we restrict the present analysis to a multilayer network (MLN) with 
N inputs, H hidden units and a single linear output, however this restriction can 
be removed, e.g. nonlinear output and more hidden layers. The units in the hidden 
layer are the perceptrons discussed above and the output is given by: 

(14) 

INote that if one demand the L.R.S. of eq. (13) to be of �O�(�~�)�,� then T '" �~� �-�1�1�o�g�(�~� -1). 






