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The focused gamma network is proposed as one of the possible 
implementations of the gamma neural model. The focused gamma 
network is compared with the focused backpropagation network and 
TDNN for a time series prediction problem, and with ADALINE in 
a system identification problem. 

1 INTRODUCTION 

At NIPS-90 we introduced the gamma neural model, a real time neural net for 
temporal processing (de Vries and Principe, 1991). This model is characterized by a 
neural short term memory mechanism, the gamma memory structure, which is 
implemented as a tapped delay line of adaptive dispersive elements. The gamma 
model seems to provide an integrative framework to study the neural processing of 
time varying patterns (de Vries and Principe, 1992). In fact both the memory by 
delays as implemented in TDNN (Lang et aI, 1990) and memory by local feedback 
(self-recurrent loops) as proposed by Jordan (1986), and Elman (1990) are special 
cases of the gamma memory structure . The preprocessor utilized in Tank's and 
Hopfield concentration in time (CIT) network (Tank and Hopfield, 1989) can be 
shown to be very similar to the dispersive structure utilized in the gamma memory 
(deVries, 1991). We studied the gamma memory as an independent adaptive filter 
structure (Principe et ai, 1992), and concluded that it is a special case of a class of 
IIR (infinite impulse response) adaptive filters, which we called the generalized 
feedforward structures . For these structures, the well known Wiener-Hopf solution to 
find the optimal filter weights can be analytically computed . One of the advantages 
of the gamma memory as an adaptive filter is that. although being a recursive 
structure. stability is easily ensured . Moreover. the LMS algorithm can be easily 
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extended to adapt all the filter weights, including the parameter that controls the 
depth of memory, with the same complexity as the conventional LMS algorithm (i.e. 
the algorithm complexity is linear in the number of weights). Therefore, we achieved 
a theoretical framework to study memory mechanisms in neural networks. 

In this paper we compare the gamma neural model with other well established neural 
networks that process time varying signals. Therefore the first step is to establish a 
topology for the gamma model. To make the comparison easier with respect to TDNN 
and Jordan's networks, we will present our results based on the focused gamma 
network. The focused gamma network is a multilayer feedforward structure with a 
gamma memory plane in the first layer (Figure 1). The learning equations for the 
focused gamma network and its memory characteristics will be addressed in detail. 
Examples will be presented for prediction of complex biological signals 
(electroencephalogram-EEG) and chaotic time series, as well as a system 
identification example. 

2 THE FOCUSED GAMMA NET 

The focused neural architecture was introduced by Mozer (1988) and Stornetta et al 
(1988). It is characterized by a a two stage topology where the input stage stores 
traces of the input signal, followed by a nonlinear continuous feedforward mapper 
network (Figure 1). The gamma memory plane represents the input signal in a time
space plane (spatial dimension M, temporal dimension K). The activations in the 
memory layer are Iik(t), and the activations in the feedforward network are 
represented by xi(t). Therefore the following equations apply respectively for the 
input memory plane and for the feedforward network, 

Io(t) = Ii(t) 
Iik(t) = (1-~)Iik(t-1)+Jl/j,k_l(t-1),i=1, ... ,M;k=1, ... ,K. (1) 

Xj(t) = (J(Lwijxj(t) + LWijkIjk(t» , i=1, ... ,N. ( 2) 
j < i j, k 

where ~i is an adaptive parameter that controls the depth of memory (Principe et aI, 
1992), and Wijk are the spatial weights. Notice that the focused gamma network for 
K=1 is very similar to the focused-backpropagation network of Mozer and Stornetta. 
Moreover, when Jl= I the gamma memory becomes a tapped delay line which is the 
configuration utilized in TDNN, with the time-to-space conversion restricted to the 
first layer (Lang et aI, 1990). Notice also that if the nonlinear feedforward mapper is 
restricted to one layer of linear elements, and Jl=1, the focused gamma memory 
becomes the adaptive linear combiner - ADALINE (Widrow et al,1960). 

In order to better understand the computational properties of the gamma memory we 
defined two parameters, the mean memory depth D and memory resolution R as 

K 
D=-

~ 

K 
R=-=Jl 

D (3) 
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(de Vries, 1991). Memory depth measures how far into the past the signal conveys 
information for the processing task, while resolution quantifies the temporal 
proximity of the memory traces. 

Figure 1. The focus gamma network architecture 

The important aspect in the gamma memory formalism is that Il, which controls both 
the memory resolution and depth, is an adaptive parameter that is learned from the 
signal according to the optimization of a performance measure. Therefore the 
focused gamma network always works with the optimal memory depth/ resolution for 
the processing problem. The gamma memory is an adaptive recursive structure, and 
as such can go unstable during adaptation. But due to the local feedback nature of 
G(z), stability is easily ensured by keeping O<Il<2. 

The focused gamma network is a recurrent neural model, but due to the topology 
selected, the spatial weights can be learned using regular backpropagation 
(Rumelhart et aI, 1986). However for the adaptation of Il, a recurrent learning 
procedure is necessary. Since most of the times the order of the gamma memory is 
small, we recommend adapting I..l with direct differentiation using the real time 
recurrent learning (RTRL) algorithm (Williams and Zipzer,1989), which when 
applied to the gamma memory yields, 
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= - I/m (t) cr' [netm (t)] LWmikU : (t) 
m k 

where by definition U: (t) = -:-.d Iik (t) , and 
oJli 

-:-.d Iik(t) = (l-Jlj)Uki(t-I) +Jliu:- 1 (t-I) + [Ii,k-l(t-I) -li,k(t-I)] 
oJl. 

I 

However, backpropagation through time (BPTT) (Werbos, 1990) can also be utilized, 
and will be more efficient when the temporal patterns are short. 

3 EXPERIMENTAL RESULTS 

The results for prediction that will be presented here utilized the focused gamma 
network as depicted in Figure 2a, while for the case of system identification, the 
block diagram is presented in Figure 2b. 

plant 
d(n) 

-4-----i~ joclise. 
gamvla let) 

wij,1l 

a) Prediction 
,--::--------' 

b) System Identification 
::.' 

· : Ftg~~~1~Bio~k diag rarii;fJ;~ }h~~~;e riments 

Prediction of EEG 

We selected an EEG signal segment for our first comparison, because the EEG is 
notorious for its complexity. The problem was to predict the signal five steps ahead 
(feedforward prediction). Figure 3 shows a four second segment of sleep stage 2. The 
topology utilized was K gamma units, a one-hidden layer configuration with 5 units 
(nonlinear) and one linear output unit. The performance criterion is the mean square 
error signal. We utilized backpropagation to adapt the spatial weights (wijk), and 
parametrized Jl between 0 and I in steps of 0.1. Figure 3b displays the curves of 
minimal mean square error versus Jl. 

One can immediately see that the minimum mean square error is obtained for values 
of Jl different from one, therefore for the same memory order the gamma memory 
outperforms the tapped delay line as utilized in TDNN (which once again is 
equivalent to the gamma memory for Jl=l). For the case of the EEG it seems that the 
advantage of the gamma memory diminishes when the order of the memory is 
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increased. However, the case of K=2, 11=0.6 produces equivalent performance of a 
TDNN with 4 memory taps (K=4). Since in experimental conditions there is always 
noise, experience has shown that the fewer number of adaptive parameters yield 
better signal fitting and simplifies training, so the focused gamma network is 
preferable. 
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the EEG. The best MSE is obtained for 11 < 1. The dot shows the performance 

Notice also that the case of networks with first order context unit is obtained for K= I, 
so even if the time constant is chosen right (11=0.2 in this case), the performance can 
be improved if higher order memory kernels are utilized. It is also interesting to note 
that the optimal memory depth for the EEG prediction problem seems to be arollnd 
4, as this is the value of KIll optimal. The information regarding the "optimal memory 
depth" is not obtainable with conventional models. 

Prediction of Mackey-Glass time series 

The Mackey-Glass system is a delay differential equation that becomes chaotic for 
some values of the parameters and delays (Mackey-Glass, 1977). The results that will 
be presented here regard the Mackey-Glass system with delay D=30. The time series 
was generated using a fourth order Runge-Kutta algorithm. The table in Figure 4 
shows the performance of TDNN and the focused gamma network with the same 
number of free parameters. The number of hidden units was kept the same in both 
networks, but TDNN utilized 5 input units, while the focused gamma network had 4 
input units, and the adaptive memory depth parameter 11. The two systems were 
trained with the same number of samples, and training epochs. For TDNN this was 
the value that gave the best training when cross validation was utilized (the error in 
the test set increased after 100 epochs). For this example 11 was adapted on-line using 
RTRL, with the initial value set at 11= I, and with the same step size as for the spatial 
weights. As the Table shows, the MSE in the training for the gamma network is 
substantially lower than for TDNN. Figure 4 shows the behavior of 11 during the 
training epochs. It is interesting to see that the value of 11 changes during training and 
settles around a value of 0.92. In terms of learning curve (the MSE as a function of 
epoch) notice that there is an intersection of the learning curves for the TDNN and 
gamma network around epoch 42 when the value of 11=1, as we could expect from our 
analysis. The gamma network starts outperforming TDNN when the correct value of 
11 is approached. 
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This example shows that Jl can be learned on line, and that once again having the 
freedom to select the right value of memory depth helps in terms of prediction 
performance. For both these cases the required memory depth is relatively shallow, 
what we can expect since a chaotic time series has positive Lyapunov exponents, so 
the important information to predict the next point is in the short-term past. The same 
argument applies to the EEG, that can also be modeled as a chaotic time series (Lo 
and Principe, 1989). Cases where the long-term past is important for the task should 
enhance the advantage of the gamma memory. 

.\\ test .... 

,~~gam~ma TD1NN i 

train .":: , .. ' 
TDNN 0, _" .. . " • . . , ••.•• 

.... .... :::: 
gamma ~ ... . 

ch 

Gamma Net 

Architecture (l+K=4)-12-1 
800 

same number offree parameters. Notice that learning curves intersect around 
epoch 42, exactly when the m of the gamma was 1. The Figure 4b also shows that 
the gamma network is able to achieve a smaller error in this problem. 

Linear System Identification 

The last example is the identification of a third order linear lowpass elliptic transfer 
function with poles and zeros, given by 

1 0 8 1 -} 3 -2 -3 
H (z) = - . 73 z - 0.87 1 z + z 

1 - 2.8653z-1 + 2.7505z-2 - 0.8843z-3 

The cutoff frequency of this filter was selected such that the impulse response was 
long, effectively creating the need for a deep memory for good identification. For this 
case the focused gamma network was reduced to an ADALINE(Jl) (de Vries et aI, 
1991), i.e. the feedforward mapper was a one layer linear network. The block 
diagram of Figure 2b was utilized to train the gamma network, and I(t) was chosen 
to be white gaussian noise. Figure 5 shows the MSE as a function of Jl for gamma 
memory orders up to k=3 . Notice that the information gained from the Figure 5 
agrees with our speculations. The optimal value of the memory is K/Jl - 17 samples. 
For this value the third order ADALINE performs very poorly because there is not 
enough information in 3 delays to identify the transfer function with small error. The 
gamma memory, on the other hand can choose Jl small to encompass the req uired 
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length, even for a third order memory. The price paid is reduced resolution, but the 
performance is still much better than the ADALINE of the same order (a factor of 10 
improvement). 

4 CONCLUSIONS 

In this paper we propose a specific topology of the gamma neural model, the focused 
gamma network. Several important neural networks become special cases of the 
focused gamma network. This allowed us to compare the advantages of having a 
more versatile memory structure than any of the networks under comparison . 
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{ ~=0.18 IS 10 tlInes smaller than for the ADAL1NE. 

The conclusion is that the gamma memory is computationally more powerful than 
fixed delays or first order context units. The major advantage is that the gamma model 
formalism allows the memory depth to be optimally set for the problem at hand. In 
the case of the chaotic time series, where the information to predict the future is 
concentrated in the neighborhood of the present sample, the gamma memory selected 
the most appropriate value, but its performance is similar to TDNN. However, in 
cases where the required depth of memory is much larger than the size of the tapped 
delay line, the gamma memory outperforms the fixed depth topologies with the same 
number of free parameters . 

The price paid for this optimal performance is insignificant. As a matter of fact, ~ can 
be adapted in real-time with RTRL (or BPTT), and since it is a single global 
parameter the complexity of the algorithm is still O(K) with RTRL. The other 
possible problem, instability, is easily controlled by requiring that the value of ~ be 
limited to O<~<2. 

The focused gamma memory is just one of the possible neural networks that can be 
implemented with the gamma model. The use of gamma memory planes in the hidden 
or output processing elements will enhance the computational power of the neural 
network. Notice that in these cases the short term mechanism is not only utilized to 
store information of the signal past, but will also be utilized to store the past values 
of the neural states. We can expect great savings in terms of network size with these 
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other structures, mainly in cases where the information of the long-term past is 
important for the processing task. 
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