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Abstract

Agnostophobia, the fear of the unknown, can be experienced by deep learning
engineers while applying their networks to real-world applications. Unfortunately,
network behavior is not well defined for inputs far from a networks training set. In
an uncontrolled environment, networks face many instances that are not of interest
to them and have to be rejected in order to avoid a false positive. This problem
has previously been tackled by researchers by either a) thresholding softmax,
which by construction cannot return none of the known classes, or b) using an
additional background or garbage class. In this paper, we show that both of these
approaches help, but are generally insufficient when previously unseen classes are
encountered. We also introduce a new evaluation metric that focuses on comparing
the performance of multiple approaches in scenarios where such unseen classes
or unknowns are encountered. Our major contributions are simple yet effective
Entropic Open-Set and Objectosphere losses that train networks using negative
samples from some classes. These novel losses are designed to maximize entropy
for unknown inputs while increasing separation in deep feature space by modifying
magnitudes of known and unknown samples. Experiments on networks trained to
classify classes from MNIST and CIFAR-10 show that our novel loss functions
are significantly better at dealing with unknown inputs from datasets such as
Devanagari, NotMNIST, CIFAR-100, and SVHN.

1 Introduction and Problem Formulation

Ever since a convolutional neural network (CNN) [19] won the ImageNet Large Scale Visual
Recognition Challenge (ILSVRC) in 2012 [33]], the extraordinary increase in the performance of
deep learning architectures has contributed to the growing application of computer vision algorithms.
Many of these algorithms presume detection before classification or directly belong to the category
of detection algorithms, ranging from object detection [13} [12} [32] 23| 131]], face detection [17]],
pedestrian detection [42] etc. Interestingly, though each year new state-of-the-art-algorithms emerge
from each of these domains, a crucial component of their architecture remains unchanged — handling
unwanted or unknown inputs.

Object detectors have evolved over time from using feature-based detectors to sliding windows [34],
region proposals [32], and, finally, to anchor boxes [31]. The majority of these approaches can be
seen as having two parts, the proposal network and the classification network. During training, the
classification network includes a background class to identify a proposal as not having an object of
interest. However, even for the state-of-the-art systems it has been reported that the object proposals
to the classifier “still contain a large proportion of background regions” and “the existence of many
background samples makes the feature representation capture less intra-category variance and more
inter-category variance (...) causing many false positives between ambiguous object categories” [41]].

In a system that both detects and recognizes objects, the ability to handle unknown samples is crucial.
Our goal is to improve the ability to classify correct classes while reducing the impact of unknown
inputs. In order to better understand the problem, let us assume ) C N be the infinite label space of
all classes, which can be broadly categorized into:
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Figure 1: LENET++ RESPONSES TO KNOWNS AND UNKNOWNS. The network in (a) was only trained
to classify the 10 MNIST classes (DY) using softmax, while the networks in (b) and (c) added NIST letters [15]
as known unknowns (DY) trained with softmax or our novel Objectosphere loss. In the feature representation
plots on top, colored dots represent test samples from the ten MNIST classes (D¢), while black dots represent
samples from the Devanagari[28] dataset (Da ), and the dashed gray-white lines indicate class borders where
softmax scores for neighboring classes are equal. This paper addresses how to improve recognition by reducing
the overlap of network features from known samples D¢ with features from unknown samples Dy. The figures in
the bottom are histograms of softmax probability values for samples of D and D4 with a logarithmic vertical
axis. For known samples D¢, the probability of the correct class is used, while for samples of Da the maximum
probability of any known class is displayed. In an application, a score threshold should be chosen to optimally
separate unknown from known samples. Unfortunately, such a threshold is difficult to find for either (a) or (b),
a better separation is achievable with the Objectosphere loss (c). The proposed Open-Set Classification Rate
(OSCR) curve in (d) depicts the high accuracy of our approach even at a low false positive rate.

e U = Y\ C: The unknown classes containing all types of classes the network needs to reject.
Since ) is infinite and C is finite, ¢/ is also infinite. The set I/ can further be divided:
1. B C U: The background, garbage, or known unknown classes. Since U is infinitely
large, during training only a small subset 53 can be used.
2. A= U\ B= Y\ (CUB): The unknown unknown classes, which represent the rest
of the infinite space U/, samples from which are not available during training, but only
occur at test time.

Let the samples seen during training belonging to B be depicted as Dg and the ones seen during
testing depicted as Dy. Similarly, the samples seen during testing belonging to A are represented as
Da. The samples belonging to the known classes of interest C, seen during training and testing are
represented as D and Dg, respectively. Finally, we call the unknown test samples Dy = Dy, U D,.

In this paper, we introduce two novel loss functions that do not directly focus on rejecting unknowns,
but on developing deep features that are more robust to unknown inputs. When training our models
with samples from the background Dg, we do not add an additional softmax output for the background
class. Instead, for X € DY, the Entropic Open-Set loss maximizes entropy at the softmax layer. The
Objectosphere loss additionally reduces deep feature magnitude, which in turn minimizes the softmax
responses of unknown samples. Both yield networks where thresholding on the softmax scores is
effective at rejecting unknown samples X € D,. Our approach is largely orthogonal to and could
be integrated with multiple prior works such as [1, 11, 20], all of which build upon network outputs.
The novel model of this paper may also be used to improve the performance of classification module
of detection networks by better handling false positives from the region proposal network.

Our Contributions: In this paper, we make four major contributions: a) we derive a novel loss
function, the Entropic Open-Set loss, which increases the entropy of the softmax scores for back-
ground training samples and improves the handling of background and unknown inputs, b) we extend
that loss into the Objectosphere loss, which further increases softmax entropy and performance
by minimizing the Euclidean length of deep representations of unknown samples, ¢) we propose a
new evaluation metric for comparing the performance of different approaches under the presence of
unknown samples, and d) we show that the new loss functions advance the state of the art for open-set
image classification. Our code is publicly available.'

'http://github.com/Vastlab/Reducing-Network-Agnostophobia

































