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Abstract

We consider the problem of scaling deep generative shape models to high-resolution.
Drawing motivation from the canonical view representation of objects, we introduce
a novel method for the fast up-sampling of 3D objects in voxel space through
networks that perform super-resolution on the six orthographic depth projections.
This allows us to generate high-resolution objects with more efficient scaling than
methods which work directly in 3D. We decompose the problem of 2D depth
super-resolution into silhouette and depth prediction to capture both structure and
fine detail. This allows our method to generate sharp edges more easily than an
individual network. We evaluate our work on multiple experiments concerning
high-resolution 3D objects, and show our system is capable of accurately predicting
novel objects at resolutions as large as 512x512x512 — the highest resolution
reported for this task. We achieve state-of-the-art performance on 3D object
reconstruction from RGB images on the ShapeNet dataset, and further demonstrate
the first effective 3D super-resolution method.

1 Introduction

The 3D shape of an object is a combination of countless physical elements that range in scale
from gross structure and topology to minute textures endowed by the material of each surface.
Intelligent systems require representations capable of modeling this complex shape efficiently, in
order to perceive and interact with the physical world in detail (e.g., object grasping, 3D perception,
motion prediction and path planning). Deep generative models have recently achieved strong
performance in hallucinating diverse 3D object shapes, capturing their overall structure and rough
texture [3)137,147]. The first generation of these models utilized voxel representations which scale
cubically with resolution, limiting training to only 642 shapes on typical hardware. Numerous recent
papers have begun to propose high resolution 3D shape representations with better scaling, such
as those based on meshes, point clouds or octrees but these often require more difficult training
procedures and customized network architectures.

Our 3D shape model is motivated by a foundational concept in 3D perception: that of canonical
views. The shape of a 3D object can be completely captured by a set of 2D images from multiple
viewpoints (see [21} 4] for an analysis of selecting the location and number of viewpoints). Deep
learning approaches for 2D image recognition and generation [40} |10} I8} [13]] scale easily to high
resolutions. This motivates the primary question in this paper: can a multi-view representation be
used efficiently with modern deep learning methods?
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Figure 1: Scene created from objects reconstructed by our method from RGB images at 256° resolution. See the
supplementary video for better viewing https://sites.google.com/site/mvdnips2018.

We propose a novel approach for deep shape interpretation which captures the structure of an object
via modeling of its canonical views in 2D as depth maps, in a framework we refer to as Multi-
View Decomposition (MVD). By utilizing many 2D orthographic projections to capture shape,
a model represented in this fashion can be up-scaled to high resolution by performing semantic
super-resolution in 2D space, which leverages efficient, well-studied network structures and training
procedures. The higher resolution depth maps are finally merged into a detailed 3D object using
model carving.

Our method has several key components that allow effective and efficient training. We leverage
two synergistic deep networks that decompose the task of representing an object’s depth: one that
outputs the silhouette — capturing the gross structure; and a second that produces the local variations
in depth — capturing the fine detail. This decomposition addresses the blurred images that often occur
when minimizing reconstruction error by allowing the silhouette prediction to form sharp edges. Our
method utilizes the low-resolution input shape as a rough template which simply needs carving and
refinement to form the high resolution product. Learning the residual errors between this template
and the desired high resolution shape simplifies the generation task and allows for constrained output
scaling, which leads to significant performance improvements.

We evaluate our method’s ability to perform 3D object reconstruction on the the ShapeNet dataset [1].
This standard evaluation task requires generating high resolution 3D objects from single 2D RGB
images. Furthermore, due to the nature of our pipeline we present the first results for 3D object
super-resolution — generating high resolution 3D objects directly from low resolution 3D objects. Our
method achieves state-of-the-art quantitative performance, when compared to a variety of other 3D
representations such as octrees, mesh-models and point clouds. Furthermore, our system is the first
to produce 3D objects at 5123 resolution. We demonstrate these objects are visually impressive in
isolation, and when compared to the ground truth objects. We additionally demonstrate that objects
reconstructed from images can be placed in scenes to create realistic environments, as shown in figure
1. In order to ensure reproducible experimental comparison, code for our system has been made
publicly available on a GitHub repository'. Given the efficiency of our method, each experiment was
run on a single NVIDIA Titan X GPU in the order of hours.

2 Related Work

Deep Learning with 3D Data  Recent advances with 3D data have leveraged deep learning,
beginning with architectures such as 3D convolutions for object classification [25, 19]. When adapted
to 3D generation, these methods typically use an autoencoder network, with a decoder composed of
3D deconvolutional layers [3, 47]. This decoder receives a latent representation of the 3D shape and
produces a probability for occupancy at each discrete position in 3D voxel space. This approach has
been combined with generative adversarial approaches [8] to generate novel 3D objects [47, 41, 20],
but only at a limited resolution.

"https://github.com/EdwardSmith 1884/Multi- View-Silhouette-and-Depth-Decomposition-for-High-
Resolution-3D-Object-Representation






























