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Abstract

Existing methods for interactive image retrieval have demonstrated the merit of in-
tegrating user feedback, improving retrieval results. However, most current systems
rely on restricted forms of user feedback, such as binary relevance responses, or
feedback based on a fixed set of relative attributes, which limits their impact. In this
paper, we introduce a new approach to interactive image search that enables users
to provide feedback via natural language, allowing for more natural and effective
interaction. We formulate the task of dialog-based interactive image retrieval as a
reinforcement learning problem, and reward the dialog system for improving the
rank of the target image during each dialog turn. To mitigate the cumbersome and
costly process of collecting human-machine conversations as the dialog system
learns, we train our system with a user simulator, which is itself trained to describe
the differences between target and candidate images. The efficacy of our approach
is demonstrated in a footwear retrieval application. Experiments on both simulated
and real-world data show that 1) our proposed learning framework achieves better
accuracy than other supervised and reinforcement learning baselines and 2) user
feedback based on natural language rather than pre-specified attributes leads to
more effective retrieval results, and a more natural and expressive communication
interface.

1 Introduction

The volume of searchable visual media has grown tremendously in recent years, and has intensified the
need for retrieval systems that can more effectively identify relevant information, with applications in
domains such as e-commerce [1, 2], surveillance [3, 4], and Internet search [5, 6]. Despite significant
progress made with deep learning based methods [7, 8], achieving high performance in such retrieval
systems remains a challenge, due to the well-known semantic gap between feature representations
and high-level semantic concepts, as well as the difficulty of fully understanding the user’s search
intent.

A typical approach to improve search efficacy is to allow the user a constrained set of possible
interactions with the system [9, 10]. In particular, the user provides iterative feedback about retrieved
objects, so that the system can refine the results, allowing the user and system to engage in a
“conversation” to resolve what the user wants to retrieve. For example, as shown in Figure 1, feedback
about relevance [11] allows users to indicate which images are “similar” or “dissimilar” to the desired
image, and relative attribute feedback [12] allows the comparison of the desired image with candidate
images based on a fixed set of attributes. While these feedback paradigms are effective, the restrictions
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Desired Item Relevance Feedback: 
Negative

Relative Attribute: 
More open

Candidate A

Dialog Feedback: 

Unlike the provided image, the one I want has an 
open back design with suede texture.

Candidate B

Dialog Feedback: 

Unlike the provided image, the one I want has fur 
on the back and no sequin on top.

Relevance Feedback: 
Positive

Relative Attribute: 
Less ornamental

Figure 1: In the context of interactive image retrieval, the agent incorporates the user’s feedback to
iteratively refine retrieval results. Unlike existing work which are based on relevance feedback or
relative attribute feedback, our approach allows the user to provide feedback in natural language.

on the specific form of user interaction largely constrain the information that a user can convey to
benefit the retrieval process.

In this work, we propose a new approach to interactive visual content retrieval by introducing a novel
form of user feedback based on natural language. This enables users to directly express, in natural
language, the most prominent conceptual differences between the preferred search object and the
already retrieved content, which permits a more natural human-computer interaction. We formulate
the task as a reinforcement learning (RL) problem, where the system directly optimizes the rank of
the target object, which is a non-differentiable objective.

We apply this RL based interactive retrieval framework to the task of image retrieval, which we
call dialog-based interactive image retrieval to emphasize its capability in aggregating history
information compared to existing single turn approaches [13, 14, 15, 16]. In particular, a novel
end-to-end dialog manager architecture is proposed, which takes natural language responses as user
input, and delivers retrieved images as output. To mitigate the cumbersome and costly process of
collecting and annotating human-machine dialogs as the system learns, we utilize a model-based
RL approach by training a user simulator based on a corpus of human-written relative descriptions.
Specifically, to emulate a single dialog turn, where the user provides feedback regarding a candidate
image relative to what the user has in mind, the user simulator generates a relative caption describing
the differences between the candidate image and the user’s desired image.1 Whereas there is a lot of
prior work in image captioning [17, 18, 19], we explore the problem of relative image captioning, a
general approach to more expressive and natural communication of relative preferences to machines,
and to use it as part of a user simulator to train a dialog system.

The efficacy of our approach is evaluated in a real-world application scenario of interactive footwear
retrieval. Experimental results with both real and simulated users show that the proposed reinforce-
ment learning framework achieves better retrieval performance than existing techniques. Particularly,
we observe that feedback based on natural language is more effective than feedback based on pre-
defined relative attributes by a large margin. Furthermore, the proposed RL training framework
of directly optimizing the rank of the target image shows promising results and outperforms the
supervised learning approach which is based on the triplet loss objective. The main contributions of
this work are as follows:

• A new vision/NLP task and machine learning problem setting for interactive visual content
search, where the dialog agent learns to interact with a human user over the course of several
dialog turns, and the user gives feedback in natural language.

• A novel end-to-end deep dialog manager architecture, which addresses the above problem
setting in the context of image retrieval. The network is trained based on an efficient policy
optimization strategy, employing triplet loss and model-based policy improvement [20].

1In this work, the user simulator is trained on single-turn data and does not consider the dialog history. This
reduces the sequence of responses to a “bag” of responses and implies that all sequences of a given set of actions
(candidate images) are equivalent. Nevertheless, while the set of candidate images that maximize future reward
(target image rank) are a set, selecting the image for the next turn naturally hinges on all previous feedback from
the user. Therefore, the entire set of candidate images can be efficiently constructed sequentially.
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• The introduction of a computer vision task, relative image captioning, where the generated
captions describe the salient visual differences between two images, which is distinct from
and complementary to context-aware discriminative image captioning, where the absolute
attributes of one image that discriminate it from another are described [21].

• The contribution of a new dataset, which supports further research on the task of relative
image captioning. 2

2 Related Work

Interactive Image Retrieval. Methods for improving image search results based on user interaction
have been studied for more than 20 years [22, 10, 23]. Relevance feedback is perhaps the most
popular approach, with user input specified either as binary feedback (“relevant” or “irrelevant”) [11]
or based on multiple relevance levels [24]. More recently, relative attributes (e.g., “more formal
than these,” “shinier than these”) have been exploited as a richer form of feedback for interactive
image retrieval [12, 25, 26, 27, 28]. All these methods rely on a fixed, pre-defined set of attributes,
whereas our method relies on feedback based on natural language, providing more flexible and
more precise descriptions of the items to be searched. Further, our approach offers an end-to-end
training mechanism which facilitates deployment of the system in other domains, without requiring
the explicit effort of building a new vocabulary of attributes.

Image Retrieval with Natural Language Queries. Significant progress has been recently made
on methods that lie in the intersection of computer vision and natural language processing, such as
image captioning [18, 19], visual question-answering [29, 30], visual-semantic embeddings [31, 32],
and grounding phrases in image regions [33, 34]. In particular, our work is related to image or
video retrieval methods based on natural language queries [13, 14, 15, 16]. These methods, however,
retrieve images and videos in a single turn, whereas our proposed approach aggregates history
information from dialog-based feedback and iteratively provides more refined results.

Visual Dialog. Building conversational agents that can hold meaningful dialogs with humans has
been a long-standing goal of Artificial Intelligence. Early systems were generally designed based on
rule-based and slot-filling techniques [35], whereas modern approaches have focused on end-to-end
training, leveraging the success of encoder-decoder architectures and sequence-to-sequence learning
[36, 37, 38]. Our work falls into the class of visually-grounded dialog systems [39, 40, 41, 42, 43].
Das et al [39] proposed the task of visual dialog, where the system has to answer questions about
images based on a previous dialog history. De Vries et al. [40] introduced the GuessWhat game,
where a series of questions are asked to pinpoint a specific object in an image, with restricted answers
consisting of yes/no/NA. The image guessing game [42] demonstrated emergence of grounded
language and communication among visual dialog agents with no human supervision, using RL to
train the agents in a goal-driven dialog setting. However, these dialogs are purely text-based for both
the questioner and answerer agents, whereas we address the interactive image retrieval problem, with
an agent presenting images to the user to seek feedback in natural language.

3 Method

Our framework , which we refer to as the dialog manager, considers a user interacting with a retrieval
agent via iterative dialog turns. At the t-th dialog turn, the dialog manager presents a candidate image
at selected from a retrieval database I = {Ii}Ni=0 to the user. The user then provides a feedback
sentence ot, describing the differences between the candidate image at and the desired image. Based
on the user feedback and the dialog history up to turn t, Ht = {a1, o1, ..., at, ot}, the dialog manager
selects another candidate image at+1 from the database and presents it to the user. This process
continues until the desired image is selected or the maximum number of dialog turns is reached.
In practice, the dialog manager could provide multiple images per turn to achieve better retrieval
performance. In this work, we focus on a simplified scenario with a single image per interaction. We
note that the same framework could be extended to the multiple-image case by allowing the user to
select one image out of a list of candidate images to provide feedback on.

2The project website is at: www.spacewu.com/posts/fashion-retrieval/
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Figure 2: The proposed end-to-end framework for dialog-based interactive image retrieval.

3.1 Dialog Manager: Model Architecture

Our proposed dialog manager model consists of three main components: a Response Encoder,
a State Tracker, and a Candidate Generator, as shown in Figure 2. At the t-th dialog turn, the
Response Encoder embeds a candidate image and the corresponding user feedback {at, ot} into a
joint visual-semantic representation xt ∈ RD. The State Tracker then aggregates this representation
with the dialog history from previous turns, producing a new feature vector st ∈ RD . The Candidate
Generator uses the aggregated representation st to select a new candidate image at+1 that is shown
to the user. Below we provide details on the specific design of each of the three model components.

Response Encoder. The goal of the Response Encoder is to embed the information from the t-th
dialog turn {at, ot} into a visual-semantic representation xt ∈ RD. First, the candidate image is
encoded using a deep convolutional neural network (CNN) followed by a linear transformation:
xim
t = ImgEnc(at) ∈ RD. The CNN architecture in our implementation is an ImageNet pre-

trained ResNet-101 [44] and its parameters are fixed. Words in the user feedback sentence are
represented with one-hot vectors and then embedded with a linear projection followed by a CNN as in
[45]: xtxt

t = TxtEnc(ot) ∈ RD. Finally, the image feature vector and the sentence representation are
concatenated and embedded through a linear transformation to obtain the final response representation
at time t: xt =W (xim

t ⊕ xtxt
t ), where ⊕ is the concatenation operator and W ∈ RD×2D is the linear

projection. The learnable parameters of the Response Encoder are denoted as θr.

State Tracker. The State Tracker is based on a gated recurrent unit (GRU), which receives as input
the response representation xt, combines it with the history representation of previous dialog turns,
and outputs the aggregated feature vector st. The forward dynamics of the State Tracker is written as:
gt, ht = GRU(xt, ht−1), st = W sgt, where ht−1 ∈ RD and gt ∈ RD are the hidden state and the
output of the GRU respectively, ht is the updated hidden state, W s ∈ RD×D is a linear projection
and st ∈ RD is the history representation updated with the information from the current dialog turn.
The learnable parameters of the State Tracker (GRU model) are denoted as θs. This memory-based
design of the State Tracker allows our model to sequentially aggregate the information from user
feedback to localize the candidate image to be retrieved.

Candidate Generator. Given the feature representation of all images from the retrieval database,
{xim

i }Ni=0, where xim
i = ImgEnc(Ii), we can compute a sampling probability based on the dis-

tances between the history representation st to each image feature, xim
i . Specifically, the sam-

pling probability is modeled using a softmax distribution over the top-K nearest neighbors of st:
π(j) = e−dj /

P K
k=1 e

−dk , j = 1, 2, ...,K, where dk is the L2 distance of st to its k-th nearest
neighbor in {xim

i }Ni=0. Given the sampling distribution, two approaches can be taken to sample the
candidate image, denoted as at+1 = Ij0: (1) stochastic approach (used at training time), where
j′ ∼ π, and (2) greedy approach (used at inference time), where j′ = argmaxj(πj). Combining the
three components of the model architecture, the overall learnable parameters of the dialog manager
model is θ = {θr, θs}. Next, we explain how the network is trained end-to-end.
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