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Abstract

In this paper, we propose a generative multi-column network for image inpainting.
This network synthesizes different image components in a parallel manner within
one stage. To better characterize global structures, we design a confidence-driven
reconstruction loss while an implicit diversified MRF regularization is adopted to
enhance local details. The multi-column network combined with the reconstruction
and MREF loss propagates local and global information derived from context to the
target inpainting regions. Extensive experiments on challenging street view, face,
natural objects and scenes manifest that our method produces visual compelling
results even without previously common post-processing.

1 Introduction

Image inpainting (also known as image completion) aims to estimate suitable pixel information to
fill holes in images. It serves various applications such as object removal, image restoration, image
denoising, to name a few. Though studied for many years, it remains an open and challenging problem
since it is highly ill-posed. In order to generate realistic structures and textures, researchers resort to
auxiliary information, from either surrounding image areas or external data.

A typical inpainting method exploits pixels under certain patch-wise similarity measures, addressing
three important problems respectively to (1) extract suitable features to evaluate patch similarity; (2)
find neighboring patches; and (3) to aggregate auxiliary information.

Features for Inpainting Suitable feature representations are very important to build connections
between missing and known areas. In contrast to traditional patch-based methods using hand-crafted
features, recent learning-based algorithms learn from data. From the model perspective, inpainting
requires understanding of global information. For example, only by seeing the entire face, the system
can determine eyes and nose position, as shown in top-right of Figure[T] On the other hand, pixel-level
details are crucial for visual realism, e.g. texture of the skin/facade in Figurem

Recent CNN-based methods utilize encoder-decoder [[18 25, 24! |9, |26] networks to extract features
and achieve impressive results. But there is still much room to consider features as a group of different
components and combine both global semantics and local textures.

Reliable Similar Patches In both exemplar-based [[7, 8 4} 21} 10} [1 1, 2]] and recent learning-based
methods [[18] 25] 24| |9l 26], explicit nearest-neighbor search is one of the key components for
generation of realistic details. When missing areas originally contain structure different from context,
the found neighbors may harm the generation process. Also, nearest-neighbor search during testing is
also time-consuming. Unlike these solutions, we in this paper apply search only in the training phase
with improved similarity measure. Testing is very efficient without the need of post-processing.

32nd Conference on Neural Information Processing Systems (NeurIPS 2018), Montréal, Canada.



Figure 1: Our inpainting results on building, face, and natural scene.

Spatial-variant Constraints Another important issue is that inpainting can take multiple candi-
dates to fill holes. Thus, optimal results should be constrained in a spatially variant way — pixels
close to area boundary are with few choices, while the central part can be less constrained. In fact,
adversarial loss has already been used in recent methods [18, 25, 24, 9, 26] to learn multi-modality.
Various weights are applied to loss [18, 25, 26] for boundary consistency. In this paper, we design a
new spatial-variant weight to better handle this issue.

The overall framework is a Generative Multi-column Convolutional Neural Network (GMCNN) for
image inpainting. The multi-column structure [3, 27, 1] is used since it can decompose images into
components with different receptive fields and feature resolutions. Unlike multi-scale or coarse-to-
fine strategies [24, 12] that use resized images, branches in our multi-column network directly use
full-resolution input to characterize multi-scale feature representations regarding global and local
information. A new implicit diversified Markov random field (ID-MRF) term is proposed and used in
the training phase only. Rather than directly using the matched feature, which may lead to visual
artifacts, we incorporate this term as regularization.

Additionally, we design a new confidence-driven reconstruction loss that constrains the generated
content according to the spatial location. With all these improvements, the proposed method can
produce high quality results considering boundary consistency, structure suitability and texture
similarity, without any post-processing operations. Exemplar inpainting results are given in Figure 1.

2 Related Work

Exemplar-based Inpainting Among traditional methods, exemplar-based inpainting [7, 8, 4, 21,
10, 11, 2] copies and pastes matching patches in a pre-defined order. To preserve structure, patch
priority computation specifies the patch filling order [4, 7, 8, 21]. With only low-level information,
these methods cannot produce high-quality semantic structures that do not exist in examples, e.g.,
faces and facades.

CNN Inpainting Since the seminal context-encoder work [18], deep CNNs have achieved significant
progress. Pathak et al. proposed training an encoder-decoder CNN and minimizing pixel-wise
reconstruction loss and adversarial loss. Built upon context-encoder, in [9], global and local discrimi-
nators helped improve the adversarial loss where a fully convolutional encoder-decoder structure was
adopted. Besides encoder-decoder, U-net-like structure was also used [23].

Yang et al.[24] and Yu et al.[26] introduced coarse-to-fine CNNs for image inpainting. To generate
more plausible and detailed texture, combination of CNN and Markov Random Field [24] was taken
as the post-process to improve inpainting results from the coarse CNN. It is inevitably slow due to
iterative MRF inference. Lately, Yu et al. conducted nearest neighbor search in deep feature space
[26], which brings clearer texture to the filling regions compared with previous strategies of a single
forward pass.

3 Our Method

Our inpainting system is trainable in an end-to-end fashion, which takes an image X and a binary
region mask M (with value O for known pixels and 1 otherwise) as input. Unknown regions in image

X are filled with zeros. It outputs a complete image ¥ . We detail our network design below.



























