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Abstract

Kernel methods provide a principled way to perform non-linear, non-parametric learning. They rely on solid functional analytic foundations and enjoy optimal statistical properties. However, at least in their basic form, they have limited applicability in large scale scenarios because of stringent computational requirements in terms of time and especially memory. In this paper, we take a substantial step in scaling up kernel methods, proposing FALKON, a novel algorithm that allows to efficiently process millions of points. FALKON is derived combining several algorithmic principles, namely stochastic subsampling, iterative solvers and preconditioning. Our theoretical analysis shows that optimal statistical accuracy is achieved requiring essentially $O(n)$ memory and $O(n\sqrt{n})$ time. An extensive experimental analysis on large scale datasets shows that, even with a single machine, FALKON outperforms previous state of the art solutions, which exploit parallel/distributed architectures.

1 Introduction

The goal in supervised learning is to learn from examples a function that predicts well new data. Nonparametric methods are often crucial since the functions to be learned can be non-linear and complex. Kernel methods are probably the most popular among nonparametric learning methods, but despite excellent theoretical properties, they have limited applications in large scale learning because of time and memory requirements, typically at least quadratic in the number of data points. Overcoming these limitations has motivated a variety of practical approaches including gradient methods, as well accelerated, stochastic and preconditioned extensions, to improve time complexity \([1, 2, 3, 4, 5, 6]\). Random projections provide an approach to reduce memory requirements, popular methods including Nyström \([7, 8]\), random features \([9]\), and their numerous extensions. From a theoretical perspective a key question has become to characterize statistical and computational trade-offs, that is if, or under which conditions, computational gains come at the expense of statistical accuracy. In particular, recent results considering least squares, show that there are large class of problems for which, by combining Nyström or random features approaches \([10, 11, 12, 13, 14, 15]\) with ridge regression, it is possible to substantially reduce computations, while preserving the same optimal statistical accuracy of exact kernel ridge regression (KRR). While statistical lower bounds exist for this setting, there are no corresponding computational lower bounds. The state of the art approximation of KRR, for which optimal statistical bounds are known, typically requires complexities that are roughly $O(n^2)$ in time and memory (or possibly $O(n)$ in memory, if kernel computations are made on the fly).

In this paper, we propose and study FALKON, a new algorithm that, to the best of our knowledge, has the best known theoretical guarantees. At the same time FALKON provides an efficient approach to apply kernel methods on millions of points, and tested on a variety of large scale problems

∗E-mail: alessandro.rudi@inria.fr. This work was done when A.R. was working at Laboratory of Computational and Statistical Learning (Istituto Italiano di Tecnologia).

31st Conference on Neural Information Processing Systems (NIPS 2017), Long Beach, CA, USA.
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Computations

The rest of the paper is organized as follows. In Sect. 2 we give some background on kernel methods. In Sect. 3 we introduce FALKON, while in Sect. 4 we present and discuss the main technical results. Finally in Sect. 5 we present experimental results.

2 Statistical and Computational Trade-offs in Kernel Methods

We consider the supervised learning problem of estimating a function from random noisy samples. In statistical learning theory, this can be formalized as the problem of solving

\[
\inf_{f \in \mathcal{H}} E(f), \quad E(f) = \int (f(x) - y)^2 d\rho(x, y),
\]

given samples \((x_i, y_i)_{i=1}^n\) from \(\rho\), which is fixed but unknown and where, \(\mathcal{H}\) is a space of candidate solutions. Ideally, a good empirical solution \(\hat{f}\) should have small excess risk

\[
\mathcal{R}(\hat{f}) = E(\hat{f}) - \inf_{f \in \mathcal{H}} E(f),
\]

since this implies it will generalize/predict well new data. In this paper, we are interested in both computational and statistical aspects of the above problem. In particular, we investigate the computational resources needed to achieve optimal statistical accuracy, i.e. minimal excess risk. Our focus is on the most popular class of nonparametric methods, namely kernel methods.

Kernel methods and ridge regression. Kernel methods consider a space \(\mathcal{H}\) of functions

\[
f(x) = \sum_{i=1}^n \alpha_i K(x, x_i),
\]

where \(K\) is a positive definite kernel\(^2\). The coefficients \(\alpha_1, \ldots, \alpha_n\) are typically derived from a convex optimization problem, that for the square loss is

\[
\hat{f}_{n, \lambda} = \arg\min_{f \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^n (f(x_i) - y_i)^2 + \lambda \|f\|_{\mathcal{H}}^2,
\]

and defines the so called kernel ridge regression (KRR) estimator \([16]\). An advantage of least squares approaches is that they reduce computations to a linear system

\[
(K_{nn} + \lambda n I) \alpha = \hat{y},
\]

where \(K_{nn}\) is an \(n \times n\) matrix defined by \((K_{nn})_{ij} = K(x_i, x_j)\) and \(\hat{y} = (y_1, \ldots, y_n)\). We next comment on computational and statistical properties of KRR.

Computations. Solving Eq. \([5]\) for large datasets is challenging. A direct approach requires \(O(n^2)\) in space, to allocate \(K_{nn}, O(n^2)\) kernel evaluations, and \(O(n^2c_K + n^3)\) in time, to compute and invert \(K_{nn}\) (\(c_K\) is the kernel evaluation cost assumed constant and omitted throughout).

Statistics. Under basic assumptions, KRR achieves an error \(\mathcal{R}(\hat{f}_{\lambda_n}) = O(n^{-1/2})\), for \(\lambda_n = n^{-1/2}\), which is optimal in a minimax sense and can be improved only under more stringent assumptions \([17]\)\([18]\).

\(^2\)\(K\) is positive definite, if the matrix with entries \(K(x_i, x_j)\) is positive semidefinite \(\forall x_1, \ldots, x_N, N \in \mathbb{N}\) \([16]\)
The question is then if it is possible to achieve the statistical properties of KRR, with less computations.

**Gradient methods and early stopping.** A natural idea is to consider iterative solvers and in particular gradient methods, because of their simplicity and low iteration cost. A basic example is computing the coefficients in (3) by

$$\alpha_t = \alpha_{t-1} + \tau \left[ (K_{nn}\alpha_{t-1} - \hat{y}) + \lambda n \alpha_{t-1} \right],$$

for a suitable step-size choice $\tau$.

**Computations.** In this case, if $t$ is the number of iterations, gradient methods require $O(n^2 t)$ in time, $O(n^2)$ in memory and $O(n^2)$ in kernel evaluations, if the kernel matrix is stored. Note that, the kernel matrix can also be computed on the fly with only $O(n)$ memory, but $O(n^2 t)$ kernel evaluations are required. We note that, beyond the above simple iteration, several variants have been considered including accelerated \[1\] and stochastic extensions [20].

**Statistics.** The statistical properties of iterative approaches are well studied and also in the case where $\lambda$ is set to zero, and regularization is performed by choosing a suitable stopping time [21]. In this latter case, the number of iterations can roughly be thought of $1/\lambda$ and $O(\sqrt{n})$ iterations are needed for basic gradient descent, $O(n^{1/4})$ for accelerated methods and possible $O(1)$ iterations/epochs for stochastic methods. Importantly, we note that unlike most optimization studies, here we are considering the number of iterations needed to solve [1], rather than [4].

While the time complexity of these methods dramatically improves over KRR, and computations can be done in blocks, memory requirements (or number of kernel evaluations) still makes the application to large scale setting cumbersome. Randomization provides an approach to tackle this challenge.

**Random projections.** The rough idea is to use random projections to compute $K_{nn}$ only approximately. The most popular examples in this class of approaches are Nyström [7, 8] and random features [9] methods. In the following we focus in particular on a basic Nyström approach based on considering functions of the form

$$\tilde{f}_{\lambda,M}(x) = \sum_{i=1}^{M} \tilde{\alpha}_i K(x, \tilde{x}_i), \quad \text{with} \quad \{\tilde{x}_1, \ldots, \tilde{x}_M\} \subseteq \{x_1, \ldots, x_n\},$$

(7)

defined considering only a subset of $M$ training points sampled uniformly. In this case, there are only $M$ coefficients that, following the approach in [4], can be derived considering the linear system

$$H\tilde{\alpha} = z, \quad \text{where} \quad H = K_{nM}^T K_{nM} + \lambda n K_{MM}, \quad z = K_{nM}^T \hat{y}. \quad (8)$$

Here $K_{nM}$ is the $n \times M$ matrix with $(K_{nM})_{ij} = K(x_i, \tilde{x}_j)$ and $K_{MM}$ is the $M \times M$ matrix with $(K_{MM})_{ij} = K(\tilde{x}_i, \tilde{x}_j)$. This method consists in subsampling the columns of $K_{nn}$ and can be seen as a particular form of random projections.

**Computations.** Direct methods for solving (8) require $O(n M^2)$ in time to form $K_{nM}^T K_{nM}$ and $O(M^3)$ for solving the linear system, and only $O(n M)$ kernel evaluations. The naïve memory requirement is $O(n M)$ to store $K_{nM}$, however if $K_{nM}^T K_{nM}$ is computed in blocks of dimension at most $M \times M$ only $O(M^2)$ memory is needed. Iterative approaches as in (6) can also be combined with random projections [22, 23, 24] to slightly reduce time requirements (see Table 1 or Sect. F in the appendix, for more details).

**Statistics.** The key point though, is that random projections allow to dramatically reduce memory requirements as soon as $M \ll n$ and the question arises of whether this comes at expenses of statistical accuracy. Interestingly, recent results considering this question show that there are large classes of problems for which $M = \tilde{O}(\sqrt{n})$ suffices for the same optimal statistical accuracy of the exact KRR \[11, 12, 13\].

In summary, in this case the computations needed for optimal statistical accuracy are reduced from $O(n^2)$ to $\tilde{O}(n\sqrt{n})$ kernel evaluations, but the best time complexity is basically $O(n^2)$. In the rest of the paper we discuss how this requirement can indeed be dramatically reduced.

### 3 FALKON

Our approach is based on a novel combination of randomized projections with iterative solvers plus preconditioning. The main novelty is that we use random projections to approximate both the problem and the preconditioning.
Preliminaries: preconditioning and KRR. We begin recalling the basic idea behind preconditioning. The key quantity is the condition number, that for a linear system is the ratio between the largest and smallest singular values of the matrix defining the problem \cite{25}. For example, for problem (5) the condition number is given by \[
\text{cond}(K_{nn} + \lambda n I) = (\sigma_{\text{max}} + \lambda n)/(\sigma_{\text{min}} + \lambda n),
\] with \(\sigma_{\text{max}}, \sigma_{\text{min}}\) largest and smallest eigenvalues of \(K_{nn}\), respectively. The importance of the condition number is that it captures the time complexity of iteratively solving the corresponding linear system. For example, if a simple gradient descent \cite{6} is used, the number of iterations needed for an \(\epsilon\) accurate solution of problem (5) is \[
t = O(\text{cond}(K_{nn} + \lambda n I) \log(1/\epsilon)).
\]
It is shown in \cite{23} that in this case \(t = \sqrt{n} \log n\) are needed to achieve a solution with good statistical properties. Indeed, it can be shown that roughly \(t \approx 1/\lambda \log(1/\epsilon)\) are needed where \(\lambda = 1/\sqrt{n}\) and \(\epsilon = 1/n\). The idea behind preconditioning is to use a suitable matrix \(B\) to define an equivalent linear system with better condition number. For \cite{3}, an ideal choice is \(B\) such that
\[
BB^\top = (K_{nn} + \lambda n I)^{-1}
\]
and \(B^\top (K_{nn} + \lambda n I) B \beta = B^\top \tilde{y}\). Clearly, if \(\beta_s\) solves the latter problem, \(\alpha_s = B \beta_s\) is a solution of problem (5). Using a preconditioner \(B\) as in (9) one iteration is sufficient, but computing the \(B\) is typically as hard as the original problem. The problem is to derive preconditioning such that (9) might hold only approximately, but that can be computed efficiently. Derivation of efficient preconditioners for the exact KRR problem (5) has been the subject of recent studies, \cite{3,4,26,5,6}. In particular, \cite{4,26,5,6} consider random projections to approximately compute a preconditioner. Clearly, while preconditioning (5) leads to computational speed ups in terms of the number of iterations, requirements in terms of memory/kernel evaluation are the same as standard kernel ridge regression. The key idea to tackle this problem is to consider an efficient preconditioning approach for problem (8) rather than (5).

Basic FALKON algorithm. We begin illustrating a basic version of our approach. The key ingredient is the following preconditioner for Eq. (8),
\[
BB^\top = \left(\frac{n}{M} K_{MM}^2 + \lambda n K_{MM}\right)^{-1},
\] which is itself based on a Nyström approximation\footnote{For the sake of simplicity, here we assume \(K_{MM}\) to be invertible and the Nyström centers selected with uniform sampling from the training set, see Sect. \ref{a} and Alg. \ref{a} in the appendix for the general algorithm.}. The above preconditioning is a natural approximation of the ideal preconditioning of problem \cite{3} that is \(BB^\top = (K_{nM}^\top K_{nM} + \lambda n K_{MM})^{-1}\) and reduces to it if \(M = n\). Our theoretical analysis shows that \(M = n\) suffices for deriving optimal statistical rates. In its basic form FALKON is derived combining the above preconditioning and gradient descent,
\[
\hat{f}_{\lambda,M,t}(x) = \sum_{i=1}^{M} \alpha_{t,i} K(x, \tilde{x}_i), \quad \text{with} \quad \alpha_t = B \beta_t \quad \text{and}
\]
\[
\beta_k = \beta_{k-1} - \frac{\tau}{n} B^\top \left[K_{nM}^\top (K_{nM} (B \beta_{k-1}) - \tilde{y}) + \lambda n K_{MM} (B \beta_{k-1})\right],
\]
for \(t \in \mathbb{N}, \beta_0 = 0\) and \(1 \leq k \leq t\) and a suitable chosen \(\tau\). In practice, a refined version of FALKON is preferable where a faster gradient iteration is used and additional care is taken in organizing computations.

FALKON. The actual version of FALKON we propose is Alg. \ref{a} (see Sect. \ref{a} Alg. \ref{a} for the complete algorithm). It consists in solving the system \(B^\top H B \beta = B^\top \tilde{z}\) via conjugate gradient \cite{25}, since it is a fast gradient method and does not require to specify the step-size. Moreover, to compute \(B\) quickly, with reduced numerical errors, we consider the following strategy
\[
B = \frac{1}{\sqrt{n}} T^{-1} A^{-1}, \quad T = \text{chol}(K_{MM}), \quad A = \text{chol}\left(\frac{1}{M} T T^\top + \lambda I\right),
\]
Algorithm 1. MATLAB code for FALKON. It requires $O(nMt + M^3)$ in time and $O(M^2)$ in memory. See Sect. A and Alg. 2 in the appendixes for the complete algorithm.

**Input:** Dataset $X = (x_i)_{i=1}^n \in \mathbb{R}^{n \times D}$, $\hat{y} = (y_i)_{i=1}^n \in \mathbb{R}^n$, centers $C = (\tilde{x}_j)_{j=1}^M \in \mathbb{R}^{M \times D}$, KernelMatrix computing the kernel matrix given two sets of points, regularization parameter $\lambda$, number of iterations $t$.

**Output:** Nyström coefficients $\alpha$.

```matlab
function alpha = FALKON(X, C, Y, KernelMatrix, lambda, t)
    n = size(X,1); M = size(C,1); KMM = KernelMatrix(C,C);
    T = chol(KMM + eps*M*eye(M));
    A = chol(T'*T/M + lambda*eye(M));

    function w = KnM_times_vector(u, v)
        w = zeros(M,1); ms = ceil(linspace(0, n, ceil(n/M)+1));
        for i=1:ceil(n/M)
            Kr = KernelMatrix( X(ms(i)+1:ms(i+1),:), C );
            w = w + Kr'*((Kr*u + v(ms(i)+1:ms(i+1),:)).);
        end
    end

    BHB = @(u) A'
        (T'
            (KnM_times_vector(T*A\u), zeros(n,1))/n
        )
        + lambda*(A\u));
    r = A'
        (T'
            KnM_times_vector(zeros(M,1), Y/n)
        );
    alpha = T\(A\conjgrad(BHB, r, t));
end
```

**Computations.** in Alg. 1 $B$ is never built explicitly and $A, T$ are two upper-triangular matrices, so $A^{-1}u, A^{-1}u$ for a vector $u$ costs $M^2$, and the same for $T$. The cost of computing the preconditioner is only $\frac{4}{3}M^3$ floating point operations (consisting in two Cholesky decompositions and one product of two triangular matrices). Then FALKON requires $O(nMt + M^3)$ in time and the same $O(M^2)$ memory requirement of the basic Nyström method, if matrix/vector multiplications at each iteration are performed in blocks. This implies $O(nMt)$ kernel evaluations are needed.

The question remains to characterize $M$ and the number of iterations needed for good statistical accuracy. Indeed, in the next section we show that roughly $O(n\sqrt{n})$ computations and $O(n)$ memory are sufficient for optimal accuracy. This implies that FALKON is currently the most efficient kernel method with the same optimal statistical accuracy of KRR, see Table 1.

4 Theoretical Analysis

In this section, we characterize the generalization properties of FALKON showing it achieves the optimal generalization error of KRR, with dramatically reduced computations. This result is given in Thm. 3 and derived in two steps. First, we study the difference between the excess risk of FALKON and that of the basic Nyström (8), showing it depends on the condition number induced by the preconditioning, hence on $M$ (see Thm. 1). Deriving these results requires some care, since differently to standard optimization results, our goal is to solve (1), i.e. achieve small excess risk, not to minimize the empirical error. Second, we show that choosing $M = \tilde{O}(1/\lambda)$ allows to make this difference as small as $e^{-t/2}$ (see Thm. 2). Finally, recalling that the basic Nyström for $\lambda = 1/\sqrt{n}$ has essentially the same statistical properties of KRR [13], we answer the question posed at the end of the last section and show that roughly $\log n$ iterations are sufficient for optimal statistical accuracy. Following the discussion in the previous section this means that the computational requirements for optimal accuracy are $\tilde{O}(n\sqrt{n})$ in time/kernel evaluations and $\tilde{O}(n)$ in space. Later in this section faster rates under further regularity assumptions are also derived and the effect of different selection methods for the Nyström centers considered. The proofs for this section are provided in Sect. E of the appendixes.

4.1 Main Result

The first result is interesting in its own right since it corresponds to translating optimization guarantees into statistical results. In particular, we derive a relation the excess risk of the FALKON algorithm $\hat{f}_{\lambda,M,t}$ from Alg. 1 and the Nyström estimator $\tilde{f}_{\lambda,M}$ from Eq. (8) with uniform sampling.
Theorem 1. Let \(n, M \geq 3, t \in \mathbb{N}, 0 < \lambda \leq \lambda_1\) and \(\delta \in (0, 1]\). Assume there exists \(\kappa \geq 1\) such that \(K(x, x) \leq \kappa^2\) for any \(x \in X\). Then, the following inequality holds with probability \(1 - \delta\)

\[
\mathcal{R}(\tilde{f}_{\lambda,M,t})^{1/2} \leq \mathcal{R}(\tilde{f}_{\lambda,M})^{1/2} + 4\tilde{v} e^{-\nu t} \sqrt{1 + \frac{9\kappa^2}{\lambda n} \log \frac{n}{\delta}},
\]

where \(\tilde{v}^2 = \frac{1}{n} \sum_{i=1}^{n} y_i^2\) and \(\nu = \log(1 + 2/(\text{cond}(B^T H B)^{1/2} - 1))\), with \(\text{cond}(B^T H B)\) the condition number of \(B^T H B\). Note that \(\lambda_1 > 0\) is a constant not depending on \(\lambda, n, M, \delta, t\).

The additive term in the bound above decreases exponentially in the number of iterations. If the condition number of \(B^T H B\) is smaller than a small universal constant (e.g. 17), then \(\nu > 1/2\) and the additive term decreases as \(e^{-\tilde{v}t}\). Next, theorems derive a condition on \(M\) that allows to control \(\text{cond}(B^T H B)\), and derive such an exponential decay.

Theorem 2. Under the same conditions of Thm. 1 if

\[
M \geq 5 \left[1 + \frac{14\kappa^2}{\lambda}\right] \log \frac{8\kappa^2}{\lambda \delta},
\]

then the exponent \(\nu\) in Thm. 1 satisfies \(\nu \geq 1/2\).

The above result gives the desired exponential bound showing that after \(\log n\) iterations the excess risk of FALKON is controlled by that of the basic Nyström, more precisely

\[
\mathcal{R}(\tilde{f}_{\lambda,M,t}) \leq 2\mathcal{R}(\tilde{f}_{\lambda,M}) \text{ when } t \geq \log \mathcal{R}(\tilde{f}_{\lambda,M}) + \log \left(1 + \frac{9\kappa^2}{\lambda n} \log \frac{n}{\delta}\right) + \log(16\tilde{v}^2).
\]

Finally, we derive an excess risk bound for FALKON. By the no-free-lunch theorem, this requires some conditions on the learning problem. We first consider a standard basic setting where we only assume it exists \(f_H \in \mathcal{H}\) such that \(E(f_H) = \inf_{f \in \mathcal{H}} E(f)\).

Theorem 3. Let \(\delta \in (0, 1]\). Assume there exists \(\kappa \geq 1\) such that \(K(x, x) \leq \kappa^2\) for any \(x \in X\), and \(y \in [-\frac{\alpha}{2}, \frac{\alpha}{2}]\), almost surely, \(a > 0\). There exist \(n_0 \in \mathbb{N}\) such that for any \(n \geq n_0\), if

\[
\lambda = \frac{1}{\sqrt{n}}, \quad M \geq 75 \sqrt{n} \log \frac{48\kappa^2 n}{\delta}, \quad t \geq \frac{1}{2} \log(n) + 5 + 2\log(a + 3\kappa),
\]

then with probability \(1 - \delta\),

\[
\mathcal{R}(\tilde{f}_{\lambda,M,t}) \leq \frac{c_0 \log^2 \frac{M}{\delta}}{\sqrt{n}}.
\]

In particular \(n_0, c_0\) do not depend on \(\lambda, M, n, t\) and \(c_0\) do not depend on \(\delta\).

The above result provides the desired bound, and all the constants are given in the appendix. The obtained learning rate is the same as the full KRR estimator and is known to be optimal in a minmax sense [17], hence not improvable. As mentioned before, the same bound is also achieved by the

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>train time</th>
<th>kernel evaluations</th>
<th>memory</th>
<th>test time</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM / KRR + direct method</td>
<td>(n^3)</td>
<td>(n^2)</td>
<td>(n^2)</td>
<td>(n)</td>
</tr>
<tr>
<td>KRR + iterative [1][2]</td>
<td>(n^2\sqrt{n})</td>
<td>(n^2)</td>
<td>(n^2)</td>
<td>(n)</td>
</tr>
<tr>
<td>Doubly stochastic [22]</td>
<td>(n^2\sqrt{n})</td>
<td>(n^2\sqrt{n})</td>
<td>(n)</td>
<td>(n)</td>
</tr>
<tr>
<td>Pegasos / KRR + sgd [27]</td>
<td>(n^2)</td>
<td>(n^2)</td>
<td>(n)</td>
<td>(n)</td>
</tr>
<tr>
<td>KRR + iter + precondition [3][4][5][6]</td>
<td>(n^2)</td>
<td>(n^2)</td>
<td>(n)</td>
<td>(n)</td>
</tr>
<tr>
<td>Divide &amp; Conquer [29]</td>
<td>(n^2)</td>
<td>(n\sqrt{n})</td>
<td>(n)</td>
<td>(n)</td>
</tr>
<tr>
<td>Nyström, random features [7][8][9]</td>
<td>(n^2)</td>
<td>(n\sqrt{n})</td>
<td>(\sqrt{n})</td>
<td>(\sqrt{n})</td>
</tr>
<tr>
<td>Nyström + iterative [23][24]</td>
<td>(n^2)</td>
<td>(n\sqrt{n})</td>
<td>(\sqrt{n})</td>
<td>(\sqrt{n})</td>
</tr>
<tr>
<td>Nyström + sgd [20]</td>
<td>(n^2)</td>
<td>(n\sqrt{n})</td>
<td>(\sqrt{n})</td>
<td>(\sqrt{n})</td>
</tr>
<tr>
<td>FALKON (see Thm. [3])</td>
<td>(n\sqrt{n})</td>
<td>(n\sqrt{n})</td>
<td>(n)</td>
<td>(\sqrt{n})</td>
</tr>
</tbody>
</table>

Table 1: Computational complexity required by different algorithms, for optimal generalization. Logarithmic terms are not showed.
basic Nyström method but with much worse time complexity. Indeed, as discussed before, using a simple iterative solver typically requires \(O(\sqrt{n} \log n)\) iterations, while we need only \(O(\log n)\). Considering the choice for \(M\) this leads to a computational time of \(O(n Mt) = O(n^{3/2})\) for optimal generalization (omitting logarithmic terms). To the best of our knowledge FALKON currently provides the best time/space complexity to achieve the statistical accuracy of KRR. Beyond the basic setting considered above, in the next section we show that FALKON can achieve much faster rates under refined regularity assumptions and also consider the potential benefits of leverage score sampling.

4.2 Fast learning rates and Nyström with approximate leverage scores

Considering fast rates and Nyström with more general sampling is considerably more technical and a heavier notation is needed. Our analysis apply to any approximation scheme (e.g. \([30,12,31]\) satisfying the definition of \(q\)-approximate leverage scores \([13]\), satisfying \(q^{-1} l_i(\lambda) \leq \tilde{l}_i(\lambda) \leq q l_i(\lambda), \ \forall \ i \in \{1, \ldots, n\}\). Here \(\lambda > 0\), \(l_i(\lambda) = (K_{nn}(K_{nn} + \lambda nI)^{-1})_{ii}\) are the leverage scores and \(q \geq 1\) controls the quality of the approximation. In particular, given \(\lambda\), the Nyström points are sampled independently from the dataset with probability \(p_i \propto \tilde{l}_i(\lambda)\). We need a few more definitions. Let \(K_x = K(x, \cdot)\) for any \(x \in X\) and \(H\) the reproducing kernel Hilbert space \([32]\) of functions with inner product defined by \(\langle \cdot, \cdot \rangle_H\) defined by \((K_x, K_{x'})_H = K(x, x')\), for all \(x, x' \in X\). Define \(C : H \to H\) to be the linear operator \((f, Cq)_H = \int_X f(x)g(x) \, d\rho_X(x)\), for all \(f, g \in H\). Finally define the following quantities,

\[
\mathcal{N}_\infty(\lambda) = \sup_{x \in X} \|(C + \lambda I)^{-1/2}K_x\|_H, \quad \mathcal{N}(\lambda) = \text{Tr}(C(C + \lambda I)^{-1})\].

The latter quantity is known as degrees of freedom or effective dimension, can be seen as a measure of the size of \(H\). The quantity \(\mathcal{N}_\infty(\lambda)\) can be seen to provide a uniform bound on the leverage scores. In particular note that \(\mathcal{N}(\lambda) \leq \mathcal{N}_\infty(\lambda) \leq \frac{\kappa^2}{\lambda} \) \([13]\). We can now provide a refined version of Thm. 2

**Theorem 4.** Under the same conditions of Thm. 7 the exponent \(\nu\) in Thm. 7 satisfies \(\nu \geq 1/2\), when

1. either Nyström uniform sampling is used with \(M \geq 70 [1 + \mathcal{N}_\infty(\lambda)] \log \frac{8\kappa^2}{\lambda\delta}\),
2. or Nyström \(q\)-approx. lev. scores \([7,13]\) is used, with \(\lambda \geq \frac{19\kappa^2}{n} \log \frac{n}{25}, n \geq 405\kappa^2 \log \frac{12\kappa^2}{\delta}\),

\[
M \geq 215 \left[2 + q^2 \mathcal{N}(\lambda)\right] \log \frac{8\kappa^2}{\lambda\delta}.
\]

We then recall the standard, albeit technical, assumptions leading to fast rates \([17,18]\). The capacity condition requires the existence of \(\gamma \in (0, 1)\) and \(Q \geq 0\), such that \(\mathcal{N}(\lambda) \leq Q^2 \lambda^{-\gamma}\). Note that this condition is always satisfied with \(Q = \kappa\) and \(\gamma = 1\). The source condition requires the existence of \(r \in [1/2, 1]\) and \(g \in \mathcal{H}\), such that \(f_\mathcal{H} = C^{r-1/2}g\). Intuitively, the capacity condition measures the size of \(\mathcal{H}\), if \(\gamma\) is small then \(\mathcal{H}\) is small and rates are faster. The source condition measures the regularity of \(f_\mathcal{H}\), if \(r\) is big \(f_\mathcal{H}\) is regular and rates are faster. The case \(r = 1/2\) and \(\gamma = D/(2a)\) (for a kernel with smoothness \(s\) and input space \(\mathbb{R}^D\)) recovers the classic Sobolev condition. For further discussions on the interpretation of the conditions above see \([17,18,11,13]\). We can then state our main result on fast rates

**Theorem 5.** Let \(\delta \in (0, 1]\). Assume there exists \(\kappa \geq 1\) such that \(K(x, x) \leq \kappa^2\) for any \(x \in X\), and \(y \in [-\frac{a}{2}, \frac{a}{2}]\), almost surely, with \(a > 0\). There exist an \(n_0 \in \mathbb{N}\) such that for any \(n \geq n_0\) the following holds. When

\[
\lambda = n^{-\frac{1}{1+\gamma}}, \quad t \geq \log(n) + 5 + 2 \log(a + 3\kappa^2),
\]

1. and either Nyström uniform sampling is used with \(M \geq 70 [1 + \mathcal{N}_\infty(\lambda)] \log \frac{8\kappa^2}{\lambda\delta}\),
2. or Nyström \(q\)-approx. lev. scores \([7,13]\) is used with \(M \geq 220 \left[2 + q^2 \mathcal{N}(\lambda)\right] \log \frac{8\kappa^2}{\lambda\delta}\),

then with probability \(1 - \delta\),

\[
\mathcal{R}(\hat{f}_{\lambda,M,t}) \leq c_0 \log^2 \frac{24}{\delta} \ n^{-\frac{2}{\gamma+1}}.
\]

where \(\hat{f}_{\lambda,M,t}\) is the FALKON estimator (Sect. 2, Alg. 7 and Sect. A, Alg. 2 in the appendix for the complete version). In particular, \(n_0, c_0\) do not depend on \(\lambda, M, n, t\) and \(c_0\) do not depend on \(\delta\).
Figure 1: Falkon is compared to stochastic gradient, gradient descent and conjugate gradient applied to Problem (8), while NYTRO refer to the variants described in [23]. The graph shows the test error on the HIGGS dataset (1.1 × 10^7 examples) with respect to the number of iterations (epochs for stochastic algorithms).

The above result shows that FALKON achieves the same fast rates as KRR, under the same conditions [17]. For r = 1/2, γ = 1, the rate in Thm. 3 is recovered. If γ < 1, r > 1/2, FALKON achieves a rate close to O(1/n). By selecting the Nyström points with uniform sampling, a bigger M could be needed for fast rates (albeit always less than n). However, when approximate leverage scores are used M, smaller than n^{γ/2} ≪ √n is always enough for optimal generalization. This shows that FALKON with approximate leverage scores is the first algorithm to achieve fast rates with a computational complexity that is O(n√N(λ)) = O(n^1+γ/2) ≤ O(n^1+γ/2) in time.

5 Experiments

We present FALKON’s performance on a range of large scale datasets. As shown in Table 2, FALKON achieves state of the art accuracy and typically outperforms previous approaches in all the considered large scale datasets including IMAGENET. This is remarkable considering FALKON required only a fraction of the competitor’s computational resources. Indeed we used a single machine equipped with two Intel Xeon E5-2630 v3, one NVIDIA Tesla K40c and 128 GB of RAM and a basic MATLAB FALKON implementation, while typically the results for competing algorithm have been performed on clusters of GPU workstations (accuracies, times and used architectures are cited from the corresponding papers).

A minimal MATLAB implementation of FALKON is presented in Appendix G. The code necessary to reproduce the following experiments, plus a FALKON version that is able to use the GPU, is available on GitHub at https://github.com/LCSL/FALKON_paper. The error is measured with MSE, RMSE or relative error for regression problems, and with classification error (c-err) or AUC for the classification problems, to be consistent with the literature. For datasets which do not have a fixed test set, we set apart 20% of the data for testing. For all datasets, but YELP and IMAGENET, we normalize the features by their z-score. From now on we denote with n the cardinality of the dataset, d the dimensionality. A comparison of FALKON with respect to other methods to compute the Nyström estimator, in terms of the MSE test error on the HIGGS dataset, is given in Figure 1.

MillionSongs [36] (Table 2, n = 4.6 × 10^5, d = 90, regression). We used a Gaussian kernel with σ = 6, λ = 10^{-6} and 10^4 Nyström centers. Moreover with 5 × 10^4 center, FALKON achieves a 0.79 ± 0.20 MSE, and 4.49 × 10^{-3} rel. error in 630 sec.

TIMIT (Table 2, n = 1.2 × 10^6, d = 440, multiclass classification). We used the same preprocessed dataset of [6] and Gaussian Kernel with σ = 15, λ = 10^{-9} and 10^5 Nyström centers.

YELP (Table 2, n = 1.5 × 10^6, d = 6.52 × 10^7, regression). We used the same dataset of [24]. We extracted the 3-grams from the plain text with the same pipeline as [24], then we mapped
them in a sparse binary vector which records if the 3-gram is present or not in the example. We used a linear kernel with $5 \times 10^4$ Nyström centers. With $10^5$ centers, we get a RMSE of 0.828 in 50 minutes.

Table 2: Architectures: ‡ cluster 128 EC2 r3.2xlarge machines, † cluster 8 EC2 r3.8xlarge machines, ′ single machine with two Intel Xeon E5-2620, one Nvidia GTX Titan X GPU, 128GB RAM, * cluster with IBM POWER8 12-core processor, 512 GB RAM, * unknown platform.

<table>
<thead>
<tr>
<th>MillionSongs</th>
<th>YELP</th>
<th>TIMIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>Relative error</td>
<td>Time(s)</td>
</tr>
<tr>
<td>FALKON</td>
<td>80.10</td>
<td>$4.51 \times 10^{-3}$</td>
</tr>
<tr>
<td>Prec. KRR [4]</td>
<td>-</td>
<td>$4.58 \times 10^{-3}$</td>
</tr>
<tr>
<td>Hierarchical [33]</td>
<td>-</td>
<td>$4.56 \times 10^{-3}$</td>
</tr>
<tr>
<td>D&amp;C [29]</td>
<td>80.35</td>
<td>-</td>
</tr>
<tr>
<td>Rand. Feat. [29]</td>
<td>80.93</td>
<td>-</td>
</tr>
<tr>
<td>Nyström [29]</td>
<td>80.38</td>
<td>-</td>
</tr>
<tr>
<td>ADMM R. F. [4]</td>
<td>-</td>
<td>$5.01 \times 10^{-3}$</td>
</tr>
<tr>
<td>BCD R. F. [24]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>BCD Nyström [24]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>EigenPro [6]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>KRR [33] [24]</td>
<td>-</td>
<td>$4.55 \times 10^{-3}$</td>
</tr>
<tr>
<td>Deep NN [34]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sparse Kernels [34]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ensemble [33]</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: Architectures: † cluster with IBM POWER8 12-core cpu, 512 GB RAM, † single machine with two Intel Xeon E5-2620, one Nvidia GTX Titan X GPU, 128GB RAM, ‡ single machine [37]

<table>
<thead>
<tr>
<th>SUSY</th>
<th>HIGGS</th>
<th>IMAGENET</th>
</tr>
</thead>
<tbody>
<tr>
<td>c-err</td>
<td>AUC</td>
<td>Time(m)</td>
</tr>
<tr>
<td>FALKON</td>
<td>19.6%</td>
<td>0.877</td>
</tr>
<tr>
<td>EigenPro [6]</td>
<td>19.8%</td>
<td>-</td>
</tr>
<tr>
<td>Hierarchical [33]</td>
<td>20.1%</td>
<td>-</td>
</tr>
<tr>
<td>Boosted Decision Tree [38]</td>
<td>-</td>
<td>0.863</td>
</tr>
<tr>
<td>Neural Network [38]</td>
<td>-</td>
<td>0.875</td>
</tr>
<tr>
<td>Deep Neural Network [38]</td>
<td>-</td>
<td>0.879</td>
</tr>
<tr>
<td>Inception-V4 [39]</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

SUSY (Table 3, $n = 5 \times 10^6$, $d = 18$, binary classification). We used a Gaussian kernel with $\sigma = 4$, $\lambda = 10^{-6}$ and $10^4$ Nyström centers.

HIGGS (Table 3, $n = 1.1 \times 10^7$, $d = 28$, binary classification). Each feature has been normalized subtracting its mean and dividing for its variance. We used a Gaussian kernel with diagonal matrix width learned with cross validation on a small validation set, $\lambda = 10^{-8}$ and $10^5$ Nyström centers. If we use a single $\sigma = 5$ we reach an AUC of 0.825.

IMAGENET (Table 3, $n = 1.3 \times 10^9$, $d = 1536$, multiclass classification). We report the top 1 c-err over the validation set of ILSVRC 2012 with a single crop. The features are obtained from the convolutional layers of pre-trained Inception-V4 [39]. We used Gaussian kernel with $\sigma = 19$, $\lambda = 10^{-9}$ and $5 \times 10^4$ Nyström centers. Note that with linear kernel we achieve c-err = 22.2%.
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