
Universal Style Transfer via Feature Transforms

Yijun Li
UC Merced

yli62@ucmerced.edu

Chen Fang
Adobe Research

cfang@adobe.com

Jimei Yang
Adobe Research

jimyang@adobe.com

Zhaowen Wang
Adobe Research

zhawang@adobe.com

Xin Lu
Adobe Research
xinl@adobe.com

Ming-Hsuan Yang
UC Merced, NVIDIA Research

mhyang@ucmerced.edu

Abstract

Universal style transfer aims to transfer arbitrary visual styles to content images.
Existing feed-forward based methods, while enjoying the inference efficiency, are
mainly limited by inability of generalizing to unseen styles or compromised visual
quality. In this paper, we present a simple yet effective method that tackles these
limitations without training on any pre-defined styles. The key ingredient of our
method is a pair of feature transforms, whitening and coloring, that are embedded
to an image reconstruction network. The whitening and coloring transforms reflect
a direct matching of feature covariance of the content image to a given style
image, which shares similar spirits with the optimization of Gram matrix based
cost in neural style transfer. We demonstrate the effectiveness of our algorithm by
generating high-quality stylized images with comparisons to a number of recent
methods. We also analyze our method by visualizing the whitened features and
synthesizing textures via simple feature coloring.

1 Introduction

Style transfer is an important image editing task which enables the creation of new artistic works.
Given a pair of examples, i.e., the content and style image, it aims to synthesize an image that
preserves some notion of the content but carries characteristics of the style. The key challenge is how
to extract effective representations of the style and then match it in the content image. The seminal
work by Gatys et al. [8, 9] show that the correlation between features, i.e., Gram matrix or covariance
matrix (shown to be as effective as Gram matrix in [20]), extracted by a trained deep neural network
has remarkable ability of capturing visual styles. Since then, significant efforts have been made to
synthesize stylized images by minimizing Gram/covariance matrices based loss functions, through
either iterative optimization [9] or trained feed-forward networks [27, 16, 20, 2, 6]. Despite the recent
rapid progress, these existing works often trade off between generalization, quality and efficiency,
which means that optimization-based methods can handle arbitrary styles with pleasing visual quality
but at the expense of high computational costs, while feed-forward approaches can be executed
efficiently but are limited to a fixed number of styles or compromised visual quality.

By far, the problem of universal style transfer remains a daunting task as it is challenging to develop
neural networks that achieve generalization, quality and efficiency at the same time. The main issue
is how to properly and effectively apply the extracted style characteristics (feature correlations) to
content images in a style-agnostic manner.

In this work, we propose a simple yet effective method for universal style transfer, which enjoys
the style-agnostic generalization ability with marginally compromised visual quality and execution
efficiency. The transfer task is formulated as image reconstruction processes, with the content features
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Figure 1: Universal style transfer pipeline. (a) We first pre-train five decoder networks DecoderX
(X=1,2,...,5) through image reconstruction to invert different levels of VGG features. (b) With both
VGG and DecoderX fixed, and given the content image C and style image S, our method performs
the style transfer through whitening and coloring transforms. (c) We extend single-level to multi-level
stylization in order to match the statistics of the style at all levels. The result obtained by matching
higher level statistics of the style is treated as the new content to continue to match lower-level
information of the style.

being transformed at intermediate layers with regard to the statistics of the style features, in the
midst of feed-forward passes. In each intermediate layer, our main goal is to transform the extracted
content features such that they exhibit the same statistical characteristics as the style features of the
same layer and we found that the classic signal whitening and coloring transforms (WCTs) on those
features are able to achieve this goal in an almost effortless manner.

In this work, we first employ the VGG-19 network [26] as the feature extractor (encoder), and train a
symmetric decoder to invert the VGG-19 features to the original image, which is essentially the image
reconstruction task (Figure 1(a)). Once trained, both the encoder and the decoder are fixed through all
the experiments. To perform style transfer, we apply WCT to one layer of content features such that
its covariance matrix matches that of style features, as shown in Figure 1(b). The transformed features
are then fed forward into the downstream decoder layers to obtain the stylized image. In addition
to this single-level stylization, we further develop a multi-level stylization pipeline, as depicted in
Figure 1(c), where we apply WCT sequentially to multiple feature layers. The multi-level algorithm
generates stylized images with greater visual quality, which are comparable or even better with much
less computational costs. We also introduce a control parameter that defines the degree of style
transfer so that the users can choose the balance between stylization and content preservation. The
entire procedure of our algorithm only requires learning the image reconstruction decoder with no
style images involved. So when given a new style, we simply need to extract its feature covariance
matrices and apply them to the content features via WCT. Note that this learning-free scheme is
fundamentally different from existing feed-forward networks that require learning with pre-defined
styles and fine-tuning for new styles. Therefore, our approach is able to achieve style transfer
universally.

The main contributions of this work are summarized as follows:

• We propose to use feature transforms, i.e., whitening and coloring, to directly match content
feature statistics to those of a style image in the deep feature space.

• We couple the feature transforms with a pre-trained general encoder-decoder network, such
that the transferring process can be implemented by simple feed-forward operations.

• We demonstrate the effectiveness of our method for universal style transfer with high-quality
visual results, and also show its application to universal texture synthesis.

2 Related Work

Existing style transfer methods are mostly example-based [13, 25, 24, 7, 21]. The image analogy
method [13] aims to determine the relationship between a pair of images and then apply it to stylize
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other images. As it is based on finding dense correspondence, analogy-based approaches [25, 24, 7,
21] often require that a pair of image depicts the same type of scene. Therefore these methods do not
scale to the setting of arbitrary style images well.

Recently, Gatys et al. [8, 9] proposed an algorithm for arbitrary stylization based on matching the
correlations (Gram matrix) between deep features extracted by a trained network classifier within an
iterative optimization framework. Numerous methods have since been developed to address different
aspects including speed [27, 19, 16], quality [28, 18, 32, 31], user control [10], diversity [29, 20],
semantics understanding [7, 1] and photorealism [23]. It is worth mentioning that one of the
major drawbacks of [8, 9] is the inefficiency due to the optimization process. The improvement of
efficiency in [27, 19, 16] is realized by formulating the stylization as learning a feed-forward image
transformation network. However, these methods are limited by the requirement of training one
network per style due to the lack of generalization in network design.

Most recently, a number of methods have been proposed to empower a single network to transfer
multiple styles, including a model that conditioned on binary selection units [20], a network that
learns a set of new filters for every new style [2], and a novel conditional normalization layer that
learns normalization parameters for each style [6]. To achieve arbitrary style transfer, Chen et al. [3]
first propose to swap the content feature with the closest style feature locally. Meanwhile, inspired
by [6], two following work [30, 11] turn to learn a general mapping from the style image to style
parameters. One closest related work [15] directly adjusts the content feature to match the mean and
variance of the style feature. However, the generalization ability of the learned models on unseen
styles is still limited.

Different from the existing methods, our approach performs style transfer efficiently in a feed-forward
manner while achieving generalization and visual quality on arbitrary styles. Our approach is closely
related to [15], where content feature in a particular (higher) layer is adaptively instance normalized
by the mean and variance of style feature. This step can be viewed as a sub-optimal approximation
of the WCT operation, thereby leading to less effective results on both training and unseen styles.
Moreover, our encoder-decoder network is trained solely based on image reconstruction, while [15]
requires learning such a module particularly for stylization task. We evaluate the proposed algorithm
with existing approaches extensively on both style transfer and texture synthesis tasks and present
in-depth analysis.

3 Proposed Algorithm

We formulate style transfer as an image reconstruction process coupled with feature transformation,
i.e., whitening and coloring. The reconstruction part is responsible for inverting features back to the
RGB space and the feature transformation matches the statistics of a content image to a style image.

3.1 Reconstruction decoder

We construct an auto-encoder network for general image reconstruction. We employ the VGG-19 [26]
as the encoder, fix it and train a decoder network simply for inverting VGG features to the original
image, as shown in Figure 1(a). The decoder is designed as being symmetrical to that of VGG-19
network (up to Relu_X_1 layer), with the nearest neighbor upsampling layer used for enlarging
feature maps. To evaluate with features extracted at different layers, we select feature maps at five
layers of the VGG-19, i.e., Relu_X_1 (X=1,2,3,4,5), and train five decoders accordingly. The pixel
reconstruction loss [5] and feature loss [16, 5] are employed for reconstructing an input image,

L = ‖Io − Ii‖22 + λ‖Φ(Io)− Φ(Ii)‖22 , (1)

where Ii, Io are the input image and reconstruction output, and Φ is the VGG encoder that extracts
the Relu_X_1 features. In addition, λ is the weight to balance the two losses. After training, the
decoder is fixed (i.e., will not be fine-tuned) and used as a feature inverter.

3.2 Whitening and coloring transforms

Given a pair of content image Ic and style image Is, we first extract their vectorized VGG feature
maps fc ∈ <C×HcWc and fs ∈ <C×HsWs at a certain layer (e.g., Relu_4_1), where Hc, Wc (Hs,
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Figure 2: Inverting whitened features. We invert the whitened VGG Relu_4_1 feature as an example.
Left: original images, Right: inverted results (pixel intensities are rescaled for better visualization).
The whitened features still maintain global content structures.

(a) Style (b) Content (c) HM (d) WCT (e) Style (f) Content (g) HM (h) WCT

Figure 3: Comparisons between different feature transform strategies. Results are obtained by our
multi-level stylization framework in order to match all levels of information of the style.

Ws) are the height and width of the content (style) feature, and C is the number of channels. The
decoder will reconstruct the original image Ic if fc is directly fed into it. We next propose to use a
whitening and coloring transform to adjust fc with respect to the statistics of fs. The goal of WCT
is to directly transform the fc to match the covariance matrix of fs. It consists of two steps, i.e.,
whitening and coloring transform.

Whitening transform. Before whitening, we first center fc by subtracting its mean vector mc.
Then we transform fc linearly as in (2) so that we obtain f̂c such that the feature maps are uncorrelated

(f̂cf̂c
>

= I),

f̂c = Ec D
− 1

2
c E>c fc , (2)

where Dc is a diagonal matrix with the eigenvalues of the covariance matrix fc f>c ∈ <C×C , and Ec

is the corresponding orthogonal matrix of eigenvectors, satisfying fc f>c = EcDcE
>
c .

To validate what is encoded in the whitened feature f̂c, we invert it to the RGB space with our
previous decoder trained for reconstruction only. Figure 2 shows two visualization examples, which
indicate that the whitened features still maintain global structures of the image contents, but greatly
help remove other information related to styles. We note especially that, for the Starry_night example
on right, the detailed stroke patterns across the original image are gone. In other words, the whitening
step helps peel off the style from an input image while preserving the global content structure. The
outcome of this operation is ready to be transformed with the target style.

Coloring transform. We first center fs by subtracting its mean vector ms, and then carry out
the coloring transform [14], which is essentially the inverse of the whitening step to transform f̂c
linearly as in (3) such that we obtain f̂cs which has the desired correlations between its feature maps

(f̂cs f̂cs
>

= fs f
>
s ),

f̂cs = Es D
1
2
s E>s f̂c , (3)

where Ds is a diagonal matrix with the eigenvalues of the covariance matrix fs f>s ∈ <C×C , and Es

is the corresponding orthogonal matrix of eigenvectors. Finally we re-center the f̂cs with the mean
vector ms of the style, i.e., f̂cs = f̂cs +ms.

To demonstrate the effectiveness of WCT, we compare it with a commonly used feature adjustment
technique, i.e., histogram matching (HM), in Figure 3. The channel-wise histogram matching [12]
method determines a mapping function such that the mapped fc has the same cumulative histogram as
fs. In Figure 3, it is clear that the HM method helps transfer the global color of the style image well
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