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A Qualitative Results (Supplemantry Video)

As motion is best seen in videos, we provide extensive qualitative evaluations in the supplementary
video. Here we list a timestamp reference for evaluations conducted in the video:

• Qualitative results from real-world videos (00:12).

• Comparison with the state-of-the-art methods on the MoCap dataset’s test split (01:27).

∗Work done at Carnegie Mellon University.

35th Conference on Neural Information Processing Systems (NeurIPS 2021), virtual.
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• Comparison with the state-of-the-art methods on the real-world dataset (02:50).

• Failure cases for the dynamics-regulated kinematic policy (04:23).

• Qualitative results from the Universal Humanoid Controller (UHC) (4:39).

• Failure cases for the UHC (05:20).

B Dynamics-regulated Kinematic Policy
B.1 Evaluation Metrics Definition
Here we provide details about our proposed evaluation metrics:

• Root error: Eroot compares the estimated and ground truth root rotation and orientation,
measuring the difference in the respective 4× 4 transformation matrix (M t): 1

T

∑T
t=1 ‖I −

(M tM̂
−1
t )‖F . This metric reflects both the position and orientation tracking quality.

• Mean per joint position error: Empjpe (mm) is the popular 3D human pose metric [19, 18, 20]
and is defined as 1

J ‖j
pos − ĵ

pos
‖2 for J number of joints. This value is root-relative and is

computed after setting the root translation to zero.

• Acceleration error: Eacc (mm/frame2) measures the difference between the ground truth and

estimated joint position acceleration: 1
J ‖j̈

pos
− ̂̈jpos

‖2.

• Foot sliding: FS (mm) is computed similarly as in [22], i.e. FS = d
(
2− 2h/H

)
where d is

the foot displacement and h is the foot height of two consecutive poses. We use a height
threshold of H = 33 mm, the same as in [22].

• Penetration: PT (mm) is provided by the physics simulation. It measures the per-frame
average penetration distance between our simulated humanoid and the scene (ground and
objects). Notice that Mujoco uses a soft contact model where a larger penetration will result
in a larger repulsion force, so a small amount of penetration is expected.

• Camera trajectory error: Ecam is defined the same as the root error, and measures the camera
trajectory tracking instead of the root. To extract the camera trajectory from the estimated
pose qt, we use the head pose of the humanoid and apply a delta transformation based on
the camera mount’s vertical and horizontal displacement from the head.

• Human-object interaction success rate: Sinter measures whether the desired human-object
interaction is successful. If the humanoid falls down at any point during the sequence, the
sequence is deemed unsuccessful. The success rate is measured automatically by querying
the position, contact, and simulation states of the objects and humanoid. For each action:

– Sitting down: successful if the humanoid’s pelvis or the roots of both legs come in
contact with the chair at any point in time.

– Pushing a box: successful if the box is moved more than 10 cm during the sequence.
– Stepping on a box: successful if the humanoid’s root is raised at least 10 cm off the

ground and either foot of the humanoid has come in contact with the box.
– Avoiding an obstacle: successful if the humanoid has not come in contact with the

obstacle and the ending position of the root/camera is less than 50 cm away from the
desired position (to make sure the humanoid does not drift far away from the obstacle).

B.2 Fail-safe during evaluation

For methods that involve dynamics, the humanoid may fall down mid-episode and not complete
the full sequence. In order to compare all methods fairly, we incorporate the “fail-safe” mechanism
proposed in EgoPose [50] and use the estimated kinematic pose to restart the simulation at the
timestep of failure. Concretely, we measure point of failure by thresholding the difference between
the reference joint position j̃pos

t and the simulated joint position jpos
t . To reset the simulation, we use

the estimated kinematic pose q̃t to set the simulation state.

2



B.3 Implementation Details

The kinematic policy is implemented as a Gated Recurrent Unit (GRU) [6] based network with 1024
hidden units, followed by a three-layer MLP (1024, 512, 256) with ReLU activation. The value
function for training the kinematic policy through reinforcement learning is a two-layer MLP (512,
256) with ReLU activation. We use a fixed diagonal covariance matrix and train for 1000 epoches
using the Adam [? ] optimizer. Hyperparameters for training can be found in Table. 3:

Table 1: Hyperparameters used for training the kinematic policy.
γ Batch Size Value Learning Rate Policy Learning Rate PPO clip ε Covariance Std

Value 0.95 10000 3× 10−4 5× 10−4 0.2 0.04

whp whq wgt
jr wgt

jv wdyna
jr wdyna

jp

Value 0.15 0.15 0.2 0.1 0.2 0.2

B.4 Additional Experiments about Stochasticity

Our kinematic policy is trained through physics simulation and samples a random sequence from
the MoCap dataset for each episode. Here we study the stochasticity that rises from this process.
We train our full pipeline with three different random seeds and report its results with error bars on
both the MoCap test split and the real-world dataset. As can be seen in Table 2, our method has very
small stochasticity and maintains high performance on both the MoCap test split and the real-world
dataset, demonstrating the robustness of our dynamics-regulated kinematic policy. Across different
random seeds, we can see that “stepping" is consistently the hardest action and “avoiding" is the
easiest. Intuitively, “stepping" requires precise coordination between the kinematic policy and the
UHC for lifting the feet and pushing up, while “avoiding" only requires basic locomotion skills.

B.5 Additional Analysis into low Per Joint Error

As discussed in the results section, we notice that our Mean Per Joint Position Error is relatively low
compared to third-person pose estimation methods, although egocentric pose estimation is arguably a
more ill-posed task. To provide an additional analysis of this observation, here we report the per-joint
positional errors for the four joints with the smallest and largest errors, in ascending order:

As can be seen in the results, the toes and hands have much larger errors. This is expected as inferring
hand and toe movements from only the egocentric view is challenging, and our network is able to
extrapolate their position based on physical laws and prior knowledge of the scene context. Different
from a third-person pose estimation setting, correctly estimating the torso area can be much easier
from an egocentric point of view since torso movement is highly correlated with head motion. In
summary, the low MPJPE reported on our MoCap dataset is the result of 1) only modeling a subset of
possible human actions and human-object interactions, 2) the nature of the egocentric pose estimation
task, 3) our network’s incorporation of physical laws and scene context, which reduces the number of
possible trajectories.

C Universal Humanoid Controller

C.1 Implementation Details

Proxy humanoid. The proxy humanoid we use for simulation is created automatically using the
mesh, bone and kinematic tree defined in the popular SMPL [23] human model. Similar to the
procedure in [52], given the SMPL body vertices V = 6890 and bones B = 25, we generate our
humanoid based on the skinning weight matrix W ∈ RV×B that defines the association between
each vertex and bone. The geometry of each bone’s mesh is defined by the convex hull of all vertices
assigned to the bone. The mass of each bone is in turn defined by the volume of the mesh. To simplify
the simulation process, we discard all body shape information from the AMASS [25] dataset, and use
the mean body shape of the SMPL model. Since AMASS and our MoCap dataset are recorded by
people with different height, we manually adjust the starting height of the MoCap pose to make sure
each of the humanoid’s feet are touching the ground at the starting point of the episode.
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Table 2: Results of our dynamics-regulated kinematic policy on the test split of MoCap and real-world
datasets using different random seeds. The “loco" motion in the MoCap dataset corresponds to the
generic locomotion action, containing all sequences from the EgoPose [50] Dataset.

MoCap dataset

Sinter ↑ Eroot ↓ Empjpe ↓ Eacc ↓ FS ↓ PT ↓ Per class success rate Sinter ↑
Sit Push Avoid Step Loco

96.87%± 1.27% 0.21± 0.01 39.46± 0.52 6.27± 0.1 3.22± 0.11 0.69± 0.03 100% 97.20%± 3.96% 100% 86.70%± 4.71% 97.4%± 3.63%

Real-world dataset

Sinter ↑ Eroot ↓ FS ↓ PT ↓ Per class success rate Sinter ↑
Sit Push Avoid Step

92.17%± 1.41% 0.49± 0.01 2.72± 0.03 1.03± 0.16 94.7%± 4.20% 93.10%± 1.84% 100.0% 77.1%± 2.37%

Table 3: Per-joint error on the MoCap dataset

Torso Left_hip Right_hip Spine Left_toe Right_toe Right_hand Left_hand

7.099 8.064 8.380 15.167 65.060 66.765 74.599 77.669

Policy network architecture. Our Universal Humanoid Controller (UHC)’s workflow and archi-
tecture can be seen in Fig. 1. πUHC(at|st, q̂t+1) is implemented as a multiplicative compositional
policy (MCP) [? ] with eight motion primitives, each being an MLP with two hidden layers (512,
256). The composer is another MLP with two hidden layers (300, 200) and outputs the multiplicative
weights w1:n

t for the n motion primitives. As studied in MCP [? ], this hierarchical control policy
increases the model’s capacity to learn multiple skills simultaneously. The output at ∈ R75 is a
vector concatenation of the target angles of the PD controller mounted on the 23 no-root joints
(each has 3 DoF), plus the residual force [51]: ηt ∈ R6. Recall that each target pose q̂t ∈ R76,
q̂t , (r̂pos

t , r̂rot
t , ĵ

rot
t ) consists of the root position r̂pos

t ∈ R3, root orientation in quaternions r̂rot
t ∈ R4

, and body joint angles in Euler angles ĵ
rot
t ∈ R69 of the human model. The use of quaternions and

Euler angles follows the specification of Mujoco [41]. As described in the main paper, our UHC first
transforms the simulation state to a feature vector using T AC

(
qt, q̇t, q̂t+1, Ddiff(q̂t+1, qt)

)
to output

a 640 dimensional vector that is a concatenation of the following values:

(h′qt , q
′
t, q̂
′
t, (qt − q̂t), q̇t, (ψt − ψ̂t),ĵ

′pos
t , (j′pos

t − ĵ
′pos
t ), j′rot

t , (j′rot
t 	 ĵ

′rot
t ))

= T AC(qt, q̇t, q̂t+1, Ddiff(q̂t+1, qt)).
(1)

It consists of: root orientation h′qt ∈ R4 in agent-centric coordinates; simulated pose q′t ∈ R74

(q′t , (r′zt , r
′rot
t , jrot

t ), root height r′zt ∈ R1, root orientation r′rott ∈ R4, and body pose jrot
t ∈ R69

expressed in Euler angles) in agent-centric coordinates; target pose q̂′t ∈ R74 in agent-centric
coordinates; (qt − q̂t) ∈ R76 is the difference between the simulated and target pose (in world
coordinate), calculated as (qt − q̂t) , (r̂pos

t − r
pos
t , r̂rot

t 	 rrot
t , ĵ

rot
t − j

rot
t ), where 	 calculates

the rotation difference; q̇t ∈ R75 is the joint velocity computed by Mujoco; (ψt − ψ̂t) ∈ R1

is the difference between the current heading (yaw) of the target and simulated root orientation;
ĵ
′pos
t ∈ R72 and (jpos

t − ĵ
pos
t ) ∈ R72 are joint position differences, calculated in the agent-centric

space, respectively; ĵ
′rot
t ∈ R96 and (j′rot

t 	 ĵ
′rot
t ) ∈ R96 are joint rotation differences in quaternions

(we first convert ĵ
′rot
t from Euler angles to quaternions), calculated in the global and agent-centric

space, respectively.

Reward function. The imitation reward function per timestep, similar to the reward defined in Yuan
et al. [51] is as follows:

rt = wjrrjr + wjprjp + wjvrjv + wresrres, (2)

where wjr, wjp, wjv, wres are the weights of each reward. The joint rotation reward rjr measures the

difference between the simulated joint rotation jrot
t and the target ĵrot

t in quaternion for each joint on
the humanoid. The joint position reward rjp computes the distance between each joint’s position

jpos
t and the target joint position ĵpos

t . The joint velocity reward rjv penalizes the deviation of the
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Figure 1: Overview of our Universal Dynamics Controller. Given a frame of target pose and current
simulation state, our UHC πUHC can dirve the the humanoid to match the target pose.

estimated joint angular velocity j̇
rot
t from the target ̂̇jrot

t . The target velocity is computed from the
data via finite difference. All above rewards include every joint on the humanoid model (including
the root joint), and are calculated in the world coordinate frame. Finally, the residual force reward
rres encourages the policy to rely less on the external force and penalize for a large ηt:

rjr = exp
[
−2.0

(
‖jrot

t 	 ĵ
rot
t ‖2

)]
, rjp = exp

[
−5
(∥∥∥jpos

t − ĵ
pos
t

∥∥∥2)] ,
rjv = exp[−0.005

∥∥∥∥j̇rot
t 	

̂̇
j

rot

t

∥∥∥∥2], rres = exp
[
−
(
‖ηt‖

2
)]
.

(3)

We train our Universal Humanoid Controller for 10000 epoches, which takes about 5 days. Additional
hyperparameters for training the UHC can be found in Table 4:

Table 4: Hyperparameters used for training the Universal Humanoid Controller.
γ Batch Size Value Learning Rate Policy Learning Rate PPO clip ε Covariance Std

Value 0.95 50000 3× 10−4 5× 10−5 0.2 0.1

wjr wjp wjv wres Sampling Temperature

Value 0.3 0.55 0.1 0.05 2

Training data clearning We use the AMASS [25] dataset for training our UHC. The original
AMASS dataset contains 13944 high-quality motion sequences, and around 2600 of them contain
human-object interactions such as sitting on a chair, walking on a treadmill, and walking on a bench.
Since AMASS does not contain object information, we can not faithfully recreate and simulate
the human-object interactions. Thus, we use a combination of heuristics and visual inspection to
remove these sequences. For instance, we detect sitting sequences through finding combinations of
the humanoid’s root, leg, and torso angles that correspond to the sitting posture; we find walking-on-
a-bench sequences through detecting a prolonged airborne period; for sequences that are difficult to
detect automatically, we conduct manual visual inspection. After the data cleaning process, we obtain
11299 motion sequences that do not contain human-object interaction for our UHC to learn from.

C.2 Evaluation on AMASS

Table 5: Evaluation of motion imitation for
our UHC using target motion from the AMASS
dataset.

AMASS dataset

Method Sinter ↑ Eroot ↓ Empjpe ↓ Eacc ↓
DeepMimic 24.0% 0.385 61.634 17.938
UHC w/o MCP 95.0% 0.134 25.254 5.383
UHC 97.0% 0.133 24.454 4.460

To evaluate our Universal Humanoid Con-
troller’s ability to learn to imitate diverse hu-
man motion, we run our controller on the
full AMASS dataset (after removing sequences
that include human-object interactions) that we
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trained on. After data cleaning, the AMASS
dataset contains 11299 high quality motion se-
quences, and contains challenging sequences
such as kickboxing, dancing, backflipping,
crawling, etc. We use a subset of metrics from
egocentric pose estimation to evaluate the mo-
tion imitation results of UHC. Namely, we report Sinter, Eroot, Empjpe, Eacc, where the human-object
interation Sinter indicates whether the humanoid has become unstable and falls down during the imita-
tion process. The baseline we compare against is the popular motion imitation method DeepMimic
[30]. Since our framework uses a different physics simulation (Bullet [? ] vs Mujoco [41]), we use
an in-house implementation of DeepMimic. From the result of Table 5 we can see that our controller
can imitate a large collection (10956/11299, 96.964%) of realistic human motion with high fidelity
without falling. Our UHC also achieves very low joint position error on motion imitation and, upon
visual inspection, our controller can imitate highly dynamic motion sequences such as dancing and
kickboxing. Failure cases include some of the more challenging sequences such as breakdancing and
cartwheeling and can be found in the supplementary video.

C.3 Evaluation on H36M

To evaluate our Universal Humanoid Controller’s ability to generalize to unseen motion
sequences, we use the popular Human 3.6M (H36M) dataset [? ]. We first fit the
SMPL body model to ground truth 3D keypoints similar to the process in [? ] and
obtain motion sequences in SMPL parameters. Notice that this fitting process is imper-
fect and the resulting motion sequence is of less quality than original MoCap sequences.

Table 6: Evaluation of motion imitation for our
UHC using target motion from the H36M dataset.

H36M dataset

Method Sinter ↑ Eroot ↓ Empjpe ↓ Eacc ↓
DeepMimic 0.0% 0.609 107.895 28.881
UHC w/o MCP 89.3% 0.200 36.972 4.723
UHC 92.0% 0.194 40.424 3.672

These sequences are also never seen by our UHC
during training. As observed in Moon et al. [?
], the fitted SMPL poses have a mean per joint
position error of around 10mm. We use the train
split of H36M (150 unique motion sequences)
as the target pose for our UHC to mimic. From
the results shown in Table 6, we can see that our
UHC can imitate the unseen motion in H36M
with high accuracy and success rate, and outper-
forms the baseline method significantly. Upon
visual inspection, we can see that the failure
cases often result from losing balance while the humanoid is crouching down or starts running
suddenly. Since our controller does not use any sequence level information, it has no way of knowing
the upcoming speedup of the target motion and can result in instability. This indicates the importance
of the kinematic policy adjusting its target pose based on the current simulation state to prevent the
humanoid from falling down, and signifies that further investigation is needed to obtain a better
controller. For visual inspection of motion imitation quality and failure cases, please refer to our
supplementary video.

D Additional Dataset Details

D.1 MoCap dataset.

Our MoCap dataset (202 training sequences, 64 testing sequences, in total 148k frames) is captured
in a MoCap studio with three different subjects. Each motion clip contains paired first-person
footage of a person performing one of the five tasks: sitting down and (standing up from) a chair,
avoiding an obstacle, stepping on a box, pushing a box, and generic locomotion (walking, running,
crouching). Each action has around 50 sequences. The locomotion part of our dataset is merged
from the egocentric dataset from EgoPose [49] since the two datasets are captured using a compatible
system. MoCap markers are attached to the camera wearer and the objects to get the 3D full-body
human pose and 6DoF object pose. To diversify the way actions are performed, we instruct the actors
to vary their performance for each action (varying starting position and facing gait, speed etc.). We
followed the Institutional Review Board’s guidelines and obtained approval for the collection of this
dataset. To study the diversity of our MoCap dataset, we plot the trajectory taken by the actors in
Fig. 2. We can see that our trajectories are diverse and are spread out around a circle with varying
distance from the objects. Table 7 shows the speed statistics for our MoCap dataset.
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Table 7: Speed analysis of our MoCap dataset and real-world dataset. Unit: (meters/second)
MoCap dataset

Action Mean Min Max Std

Sit 0.646 0.442 0.837 0.098
Push 0.576 0.320 0.823 0.119
Avoid 0.851 0.567 1.084 0.139
Step 0.844 0.576 1.029 0.118

Real-world dataset

Action Mean Min Max Std

Sit 0.556 0.227 0.891 0.171
Push 0.526 0.234 0.762 0.127
Avoid 0.668 0.283 0.994 0.219
Step 0.729 0.395 1.092 0.196

D.2 Real-world dataset.

Our real world dataset (183 testing sequences, in total 55k frames) is cap-
tured in everyday settings (living room and hallway) with an additional subject.

Figure 3: Our real-world dataset
capturing equipment.

It contains the same four types of interactions as our MoCap
dataset and is captured from a head-mounted iPhone using a
VR headset (demonstrated in Fig.3). Each action has around
40 sequences. As can be seen in the camera trajectory in Fig.
2, the real-world dataset is more heterogeneous than the Mo-
Cap dataset, and has more curves and banks overall. Speed
analysis in Table 7 also shows that our real-world dataset has
a larger standard deviation in terms of walking velocity and
has a larger overall spread than the MoCap dataset. In all, our
real-world dataset has more diverse trajectories and motion
patterns than our MoCap dataset, and our dynamics-regulated
kinematic policy can still estimate the sequences recorded in
this dataset.

Notice that our framework is starting position and orientation
invariant, since all of our input features are transformed into
the agent-centric coordinate system using the transformation function T AC.

Real-world Dataset:

Mocap Dataset:

m
et

er
s

m
et

er
s

meters

meters

Starting point

Starting point

Figure 2: Trajectory analysis on our MoCap and real-world datasets. Here we recenter each
trajectory using the object position and plot the camera trajectory, the objects are positioned
differently across trajectories. The starting point is marked as a red dot.
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D.3 Dataset Diversity

E Broader social impact.

Our overall framework can be used in extracting first-person camera wearer’s physically-plausible
motion and our humanoid controller can be a plug-and-play model for physics-based humanoid
simulation, useful in the animation and gaming industry for creating physically realistic characters.
There can be also negative impact from this work. Our humanoid controller can be used as a
postprocessing tool to make computer generated human motion physically and visually realistic
and be misused to create fake videos using Deepfake-like technology. Improved egocentric pose
estimation capability can also mean additional privacy concerns for smart glasses and bodycam
users, as the full-body pose can now be inferred from front-facing cameras only. As the realism of
motion estimation and generation methods improves, we encourage future research in this direction
to investigate more in detecting computer generated motion [? ].
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