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Abstract

Understanding the trustworthiness of a prediction yielded by a classifier is crit-
ical for the safe and effective use of AI models. Prior efforts have been proven
to be reliable on small-scale datasets. In this work, we study the problem of
predicting trustworthiness on real-world large-scale datasets, where the task is
more challenging due to high-dimensional features, diverse visual concepts, and
a large number of samples. In such a setting, we observe that the trustworthi-
ness predictors trained with prior-art loss functions, i.e., the cross entropy loss,
focal loss, and true class probability confidence loss, are prone to view both
correct predictions and incorrect predictions to be trustworthy. The reasons are
two-fold. Firstly, correct predictions are generally dominant over incorrect pre-
dictions. Secondly, due to the data complexity, it is challenging to differentiate
the incorrect predictions from the correct ones on real-world large-scale datasets.
To improve the generalizability of trustworthiness predictors, we propose a novel
steep slope loss to separate the features w.r.t. correct predictions from the ones
w.r.t. incorrect predictions by two slide-like curves that oppose each other. The
proposed loss is evaluated with two representative deep learning models, i.e.,
Vision Transformer and ResNet, as trustworthiness predictors. We conduct com-
prehensive experiments and analyses on ImageNet, which show that the proposed
loss effectively improves the generalizability of trustworthiness predictors. The
code and pre-trained trustworthiness predictors for reproducibility are available at
https://github.com/luoyan407/predict_trustworthiness.

1 Introduction

Classification is a ubiquitous learning problem that categorizes objects according to input features. It
is widely used in a range of applications, such as robotics [1], environment exploration [2], medical
diagnosis [3], etc. In spite of the successful development of deep learning methods in recent decades,
high-performance classifiers would still have a chance to make mistakes due to the improvability of
models and the complexity of real-world data [4, 5, 6, 7].

To assess whether the prediction yielded by a classifier can be trusted or not, there are growing
efforts towards learning to predict trustworthiness [8, 9]. These methods are evaluated on small-scale
datasets, e.g., MNIST [10], where the data is relatively simple and existing classifiers have achieved
high accuracy (> 99%). As a result, there are a dominant proportion of correct predictions and the
trustworthiness predictors are prone to classify incorrect predictions as trustworthy predictions. The
characteristics that the simple data is easy-to-classify aggravate the situation. To further understand
the prowess of predicting trustworthiness, we study this problem on the real-world large-scale datasets,
i.e., ImageNet [11]. This is a challenging theme for classification in terms of boundary complexity,
class ambiguity, and feature dimensionality [12]. As a result, failed predictions are inevitable.

35th Conference on Neural Information Processing Systems (NeurIPS 2021), Sydney, Australia.

https://github.com/luoyan407/predict_trustworthiness


(a) (b)

Figure 1: Conceptual illustrations of trustworthiness prediction. (a) shows the process of predicting
trustworthiness where the oracle is the trustworthiness predictor. The illustration in (b) shows that
the task is challenging on ImageNet, where TCP's con�dence loss [9] is used in this example.
The con�dence that is greater (lower) than the positive (negative) threshold would be classi�ed as a
trustworthy (untrustworthy) prediction. Usually, both the positive threshold and the negative threshold
are 0.5, but the negative threshold is 1

# of classesin the case of TCP.

A general illustration of predicting trustworthiness [9, 13] is shown inFig. 1a. The trustworthiness
predictor [13] that is based on the maximum con�dence have been proven to be unreliable [8, 14, 15,
16]. Instead, Corbiere et al. [9] propose the true class probability (TCP) that uses the con�dence w.r.t.
the ground-truth class to determine whether to trust the classi�er's prediction or not. Nevertheless,
the classi�cation con�dence is sensitive to the data. As shown inFig. 1b, TCP predicts that all the
incorrect predictions (0.9% in predictions) are trustworthy on MNIST [10] and predicts that all the
incorrect predictions (� 16% in predictions) are trustworthy on ImageNet [11].

To comprehensively understand this problem, we follow the learning scheme used in [9] and use
two state-of-the-art backbones, i.e., ViT [7] and ResNet [5], as the trustworthiness predictors. For
simplicity, we call the “trustworthiness predictor" anoracle. We �nd that the oracles trained with
cross entropy loss [17], focal loss [18], and TCP con�dence loss [9] on ImageNet are prone to over�t
the training samples, i.e., the true positive rate (TPR) is close to 100% while the true negative rate
(TNR) is close to 0%. To improve the generalizability of oracles, we propose a novel loss function
named the steep slope loss. The proposed steep slope loss consists of two slide-like curves that cross
with each other and face in the opposite direction to separate the features w.r.t. trustworthy and
untrustworthy predictions. It is tractable to control the slopes by indicating the heights of slides. In
this way, the proposed loss is able to be �exible and effective to push the features w.r.t. correct and
incorrect predictions to the well-classi�ed regions.

Predicting trustworthiness is similar to as well as different from conventional classi�cation tasks.
On one hand, predicting trustworthiness can be formulated as a binary classi�cation problem. On
the other hand, task-speci�c semantics are different between the classi�cation task and predicting
trustworthiness. The classes are referred to visual concepts, such as dog, cat, etc., in the classi�cation
task, while the ones in predicting trustworthiness are abstract concepts. The trustworthiness could
work on top of the classes in the classi�cation task. In other words, the classes in the classi�cation
task are speci�c and closed-form, while trustworthiness is open-form and is related to the classes in
the classi�cation task.

The contribution of this work can be summarized as follows.

• We study the problem of predicting trustworthiness with widely-used classi�ers on ImageNet.
Speci�cally, we observe that a major challenge of this learning task is that the cross entropy
loss, focal loss, and TCP loss are prone to over�t the training samples, where correct
predictions are dominant over incorrect predictions.

• We propose the steep slope loss function that improves the generalizability of trustworthiness
predictors. We conduct comprehensive experiments and analyses, such as performance on
both small-scale and large-scale datasets, analysis of distributions separability, comparison
to the class-balanced loss, etc., which verify the ef�cacy of the proposed loss.

• To further explore the practicality of the proposed loss, we train the oracle on the ImageNet
training set and evaluate it on two variants of ImageNet validation set, i.e., the stylized
validation set and the adversarial validation set. The two variants' domains are quite different
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