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Abstract

Graph Neural Networks are perfectly suited to capture latent interactions between
various entities in the spatio-temporal domain (e.g. videos). However, when an
explicit structure is not available, it is not obvious what atomic elements should
be represented as nodes. Current works generally use pre-trained object detectors
or fixed, predefined regions to extract graph nodes. Improving upon this, our
proposed model learns nodes that dynamically attach to well-delimited salient
regions, which are relevant for a higher-level task, without using any object-level
supervision. Constructing these localized, adaptive nodes gives our model inductive
bias towards object-centric representations and we show that it discovers regions
that are well correlated with objects in the video. In extensive ablation studies
and experiments on two challenging datasets, we show superior performance to
previous graph neural networks models for video classification.

1 Introduction

Spatio-temporal data, and videos, in particular, are characterised by an abundance of events that
require complex reasoning to be understood. In such data, entities or classes exist at multiple scales
and in different contexts in space and time, starting from lower-level physical objects, which are well
localized in space and moving towards higher-level concepts which define complex interactions. We
need a representation that captures such spatio-temporal interactions at different level of granularity,
depending on the current scene and the requirements of the task. Classical convolutional nets address
spatio-temporal processing in a simple and rigid manner, determined only by fixed local receptive
fields [1]. Alternatively, space-time graph neural nets [2, 3] offer a more powerful and flexible
approach modeling complex short and long-range interactions between visual entities.

In this paper, we propose a novel method to enhance vision Graph Neural Networks (GNNs) by
an additional capability, missing from any other previous works. That is, to have nodes that are
constructed for spatial reasoning and can adapt to the current input. Prior works are limited to
having either nodes attached to semantic attention maps [4] or attached to fixed locations such as
grids [5, 3, 6]. Moreover, unlike works that require external object detectors [7] our method relies on
a learnable mechanism to adapt to the current input.
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We propose a method that learns to discover salient regions, well-delimited in space and time, that are
useful for modeling interactions between various entities. Such entities could be single objects, parts
or groups of objects that perform together a simple action. Each node learns to associate by itself to
such salient regions, thus the message passing between nodes is able to model object interactions more
effectively. For humans, representing objects is a core knowledge system [8] and to emphasize them
in our model, we predict salient regions [9] that give a strong inductive bias towards modeling them.

Our method, Dynamic Salient Regions Graph Neural Network (DyReg-GNN) improves the relational
processing of videos by learning to discover salient regions that are relevant for the current scene
and task. Note that the model learns to predict regions only from the weak supervision given by
the high-level video classification loss, without supervision at the region level. Our experiments
convincingly show that the regions discovered are well correlated with the objects present in the
video, confirming the intuition that action recognition should be strongly related to salient region
discovery. The capacity to discover such regions makes DyReg-GNN an excellent candidate model
for tackling tasks requiring spatio-temporal reasoning.

Our main contributions are summarised as follow:

1. We propose a novel method to augment spatio-temporal GNNs by an additional capability:
that of learning to create localized nodes suited for spatial reasoning, that adapt to the input.

2. The salient regions discovery enhance the relational processing for high-level video clas-
sification tasks: creating GNN nodes from predicted regions obtains superior performance
compared to both using pre-trained object detectors or fixed regions

3. Our model leads to unsupervised salient regions discovery, a novelty in the realm of
GNNs: it predicts such regions in videos, with only weak supervision at the video class level.
We show that regions discovered are well correlated with actual physical object instances.

2 Related work

Graph Neural Networks in Vision. GNNs have been recently used in many domains where the
data has a non-uniform structure [10, 11, 12, 13]. In vision tasks, it is important to model the
relations between different entities appearing in the scene [14, 15] and GNNs have strong inductive
biases towards relations [16, 17], thus they are perfectly suited for modeling interactions between
visual instances. Since an explicit structure is not available in the video, it is of critical importance
to establish what atomic elements should be represented as graph nodes. As our main contribution
revolves around the creation of nodes, we analyse other recent GNN methods regarding the type of
information that each node represents, and group them into two categories, semanticand spatial.

The approaches of [4, 18, 19, 20, 21, 22] capture the purely semanticinteractions by reasoning over
global graph nodes, each one receiving information from all the points in the input, regardless of
spatio-temporal position. In [4] the nodes assignments are predicted from the input, while in [18] the
associations between input and nodes are made by a soft clusterization. The work of [22] discovers
different representation groups by using an iterative clusterization based on self-attention similarity.

The downside of these semantic approaches is that individual instances, especially those belonging
to the same category, are not distinguished in the graph processing. This information is essential in
tasks such as capturing human-object interactions, instance segmentation or tracking.

Alternatively, multiple methods, including ours, favour modeling instance interactions by defining
spatialnodes associated with certain locations. We distinguish between them by how they extract
the nodes from spatial location: as fixed regions or points [23, 24], or detected object boxes [25,
26, 27, 28, 29]. The method [5] creates nodes from every point in 2D convolutional features maps,
while Non-Local [30] uses self-attention [31] between all spatio-temporal positions to capture distant
interactions. Further, [3] extract nodes from larger fixed regions at different scales and processes
them recurrently. Recent methods based on Transformer [32, 6, 33] also model the interactions
between fixed locations on a grid using self-attention. In [7], nodes are created from object boxes
extracted by an external detector and are processed using two different graph structures, one given by
location and one given by nodes similarity. A related approach is used in [27] in a streaming setting
while [34] learns to hop over unnecessary frames. Hybrid approaches use nodes corresponding to
points and object features [35, 36] or propagate over both semantic and spatial nodes [37, 38, 39].
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