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Abstract

We propose a novel lightweight generative adversarial network for efficient image
manipulation using natural language descriptions. To achieve this, a new word-level
discriminator is proposed, which provides the generator with fine-grained training
feedback at word-level, to facilitate training a lightweight generator that has a small
number of parameters, but can still correctly focus on specific visual attributes of an
image, and then edit them without affecting other contents that are not described in
the text. Furthermore, thanks to the explicit training signal related to each word, the
discriminator can also be simplified to have a lightweight structure. Compared with
the state of the art, our method has a much smaller number of parameters, but still
achieves a competitive manipulation performance. Extensive experimental results
demonstrate that our method can better disentangle different visual attributes, then
correctly map them to corresponding semantic words, and thus achieve a more
accurate image modification using natural language descriptions.

1 Introduction

How to effectively edit a given image without tedious human operation is a challenging but mean-
ingful task, which may potentially boost enormous applications in different areas, such as design,
architecture, video games, and art. Recently, with the great progress on the development of deep
learning, various applications in terms of image manipulation have been developed, including style
transfer [5, 6, 9, 11], image colourisation [2, 13, 32], and image translation [3, 10, 20, 21, 26, 28].

Differently from above works, the goal of this paper is to provide a more user-friendly method, which
can automatically edit a given image by simply using natural language descriptions. In particular,
we aim to semantically modify parts of an image (e.g., colour, texture, and global style) according
to user-provided text descriptions, where the descriptions contain desired visual attributes that the
modified image should have. Meanwhile, the modified result should preserve text-irrelevant contents
of the original image that are not required by the text.

Currently, only few studies [4, 15, 19] work on this task. Methods introduced in [4, 19] both fail
to effectively modify text-required attributes, and results are also far from satisfactory (see Fig. 1).
Recently, Li et al. [15] proposed a new multi-stage network, which is able to produce more realistic
images. However, as the model [15] is based on a multi-stage framework with multiple pairs of
generator and discriminator, it very likely requires a large memory and needs a lot of time for training
and inference, which is less practical to memory-limited devices, such as mobile phones.

This motivates us to investigate a lightweight architecture of the network. However, simply reducing
the number of stages and parameters in the model [15] cannot achieve a satisfactory result, shown in
Fig. 1 (e). As we can see, compared with the original ManiGAN (d), the image quality of synthetic
results drops significantly as both images are obviously blurred. Also, the manipulation ability of this
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Figure 1: Examples of image manipulation using natural language descriptions. Our method has a
lightweight architecture, but can still allow the input images to be manipulated accurately matching
the descriptions. “ManiGAN*” denotes we reduce the number of stages and parameters in the model.

lightweight ManiGAN becomes worse, because more regions (e.g., sky and branches) are coloured
red. After a close investigation, we �nd that the discriminator used in the model [15] fails to provide
the generator with �ne-grained training feedback related to each word, because it only calculates the
similarity between the whole text and image features. Due to the coarse supervisory feedback from
discriminators, the network needs to have a heavy structure with a large number of parameters, to
build an accurate relation between visual attributes and corresponding semantic words to achieve
an effective manipulation, which greatly impedes the construction of a lightweight architecture.
Additionally, even in the original ManiGAN, this poor training feedback prevents the model from
completely disentangling different visual attributes, causing an incorrect mapping between attributes
and corresponding semantic words. Thus, some text-irrelevant contents are changed. For example, as
shown in Fig. 1 (d), the branch is coloured red, and the background of the vase is modi�ed as well.

Based on this, we propose a new word-level discriminator along with explicit word-level supervisory
labels, which can provide the generator with detailed training feedback related to each word, to
facilitate training a lightweight generator that has a small number of parameters but can still effectively
disentangle different visual attributes, and then correctly map them to the corresponding semantic
words. Besides, thanks to our powerful discriminator to provide explicit word-level training feedback,
our network can be simpli�ed to have only a generator network and a discriminator network, and
we can even further reduce the number of parameters in the model without sacri�cing much image
quality, which is more friendly to memory-limited devices.

To this end, we evaluate our model on the CUB bird [27] and more complicated COCO [17]
datasets, which demonstrates that our method can accurately modify the given image using natural
language descriptions with great ef�ciency. Also, extensive experiments on both datasets show the
superiority of our method, in terms of both visual �delity and ef�ciency. The code will be available
at https://github.com/mrlibw/Lightweight-Manipulation.

2 Related Work

Text-guided image manipulationhas drawn much attention, due to its great potential in enabling a
more general and easier tool for users, where users can simply edit an image using natural language
descriptions. Dong et al. [4] proposed an encoder-decoder architecture to modify an image matching
a given text. Nam et al. [19] disentangled different visual attributes by introducing a text-adaptive
discriminator, which can provide �ner training feedback to the generator. Li et al. [15] proposed a
multi-stage network with a novel text-image combination module to produce high-quality results.
However, modi�ed images produced by both methods [4, 19] are far from satisfactory, and the method
[15] fails to completely disentangle different attributes and is limited on the ef�ciency as well.

Text-to-image generationfocuses on generating images from texts. Mansimov et al. [18] iteratively
draws patches on a canvas, while attending to the relevant words in the description. Reed et al. [22, 23]
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Figure 2: Top: the architecture of our model. Inception-v3 and VGG-16 denote image features are
extracted by the corresponding image encoder. Bottom: the design of our word-level discriminator.

applied GANs [7] to generate synthetic images matching the given texts. Zhang et al. [30, 31] stacked
multiple GANs to re�ne the generated images progressively. Xu et al. [29] and Li et al. [14] introduced
attention mechanisms to explore word-level information. However, all above methods aim to generate
new images from given texts instead of editing a given image using text descriptions.

Image-to-image translationis also related to our work. Zhu et al. [33] proposed to explore latent
vectors to manipulate the attributes of an object. Wang et al. [28] introduced a multi-scale architecture
to produce high-resolution images. Park et al. [20] applied af�ne translations to avoid information
loss caused by normalisation. Li et at. [16] used text descriptions to control the image translation.
However, all these methods aim to generate a realistic image from a semantic mask, instead of
modifying a real image using cross-domain natural language descriptions.

Word-level discriminator. In order to provide a �ner training feedback to the generator, different
word-level discriminators have been studied. The text-adaptive discriminator [19] utilised a word-
level text-image matching score as supervision to enable detailed feedback. However, a global pooling
layer was adopted in the discriminator to generate image features, which causes the loss of important
spatial information. To avoid the loss problem, Li et al. [14] incorporated word-level spatial attention
into the discriminator. However, the cosine similarity is directly applied on the whole text and image
features, which actually fails to fully explore the word-level information in text features, and thus
leads to a coarse training feedback.

3 Lightweight Generative Adversarial Networks for Image Manipulation

Given an imageI and a text descriptionS, we aim to modify the input imageI according to the
descriptionS, to produce a new modi�ed imageI 0 that contains all new visual attributes described in
the textS, while preserving other text-irrelevant contents. Meanwhile, the model should be small
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