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Motivation

Pretrained Neural Network
● Strong domain model
● Many parameters
● Difficult and expensive to 

(fine)tune

Neural Programming 
Interface (NPI)

● Control
● No change to pretrained 

model
Markus Gjengaar, https://unsplash.com/photos/v3l8kTbPhzA



Motivation

Avoiding Undesirable Output Encouraging Desirable Output

● Offensive speech
○ Racial slurs
○ Gender slurs
○ Other

● Politically charged phrases 
and topics

● Preferred phrases and topics
○ E.g. ‘cat’ for a pet owner 
○ Favored political candidates
○ Other

● Style preferences
○ E.g. simple vs diverse 

vocabulary



Approach: NPIs - Learn a New Model to Control P

Use a neural network (a Neural 
Programming Interface or NPI) to 
control a large pretrained network 
P by perturbing hidden layer 
activations
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Approach: NPIs - Learn a New Model to Control P

Use a neural network (a Neural 
Programming Interface or NPI) to 
control a large pretrained network 
P by perturbing hidden layer 
activations

● Domain agnostic
○ Retains P’s domain model

● NPI can learn various ‘control 
functions’ which are hard to 
capture in the original domain



Avoiding Undesirable Output

Results

References: [1], [2]

Encouraging Desirable Output
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Thank You
Paper: “Towards Neural Programming Interfaces”, ID: 3575

Lab Website: dragn.ai

Code: https://github.com/DRAGNLabs/towards-neural-programming-interfaces

Contact: zac.brown@duke.edu, nrobinson@byu.edu

PCC Lab DRAGN Labs


