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Abstract

In vision-and-language grounding problems, fine-grained representations of the
image are considered to be of paramount importance. Most of the current systems
incorporate visual features and textual concepts as a sketch of an image. However,
plainly inferred representations are usually undesirable in that they are composed
of separate components, the relations of which are elusive. In this work, we aim at
representing an image with a set of integrated visual regions and corresponding
textual concepts, reflecting certain semantics. To this end, we build the Mutual
Iterative Attention (MIA) module, which integrates correlated visual features and
textual concepts, respectively, by aligning the two modalities. We evaluate the
proposed approach on two representative vision-and-language grounding tasks,
i.e., image captioning and visual question answering. In both tasks, the semantic-
grounded image representations consistently boost the performance of the baseline
models under all metrics across the board. The results demonstrate that our ap-
proach is effective and generalizes well to a wide range of models for image-related
applicationsE]

1 Introduction

Recently, there is a surge of research interest in multidisciplinary tasks such as image captioning
[7] and visual question answering (VQA) [3]], trying to explain the interaction between vision and
language. In image captioning, an intelligence system takes an image as input and generates a
description in the form of natural language. VQA is a more challenging problem that takes an extra
question into account and requires the model to give an answer depending on both the image and
the question. Despite their different application scenarios, a shared goal is to understand the image,
which necessitates the acquisition of grounded image representations.

In the literature, an image is typically represented in two fundamental forms: visual features and
textual concepts (see Figure[I). Visual Features [30| 2| [18]] represent an image in the vision domain
and contain abundant visual information. For CNN-based visual features, an image is split into
equally-sized visual regions without encoding global relationships such as position and adjacency. To
obtain better image representations with respect to concrete objects, RCNN-based visual features that
are defined by bounding boxes of interests are proposed. Nevertheless, the visual features are based
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Figure 1: Illustrations of commonly-used image representations (from left to right): CNN-based grid
visual features, RCNN-based region visual features, textual concepts, and scene-graphs.

on regions and are not associated with the actual words, which means the semantic inconsistency
between the two domains has to be resolved by the downstream systems themselves. Textual
Concepts [8, 35, 31] represent an image in the language domain and introduce semantic information.
They consist of unordered visual words, irrespective of affiliation and positional relations, making it
difficult for the system to infer the underlying semantic and spatial relationships. Moreover, due to
the lack of visual reference, some concepts may induce semantic ambiguity, e.g., the word mousecan
either refer to a mammal or an electronic device. Scene-Graphs [34] are the combination of the two
kinds of representations. They use region-based visual features to represent the objects and textual
concepts to represent the relationships. However, to construct a scene-graph, a complicated pipeline
is required and error propagation cannot be avoided.

For image representations used for text-oriented purposes, it is often desirable to integrate the two
forms of image information. Existing downstream systems achieve that by using both kinds of image
representations in the decoding procesmostly ignoring the innate alignment between the modalities.
As the semantics of the visual features and the textual concepts are usually inconsistent, the systems
have to devote themselves to learn such alignment. Besides, these representations only contain local
features, lacking global structural information. Those problems make it hard for the systems to
understand the image efficiently.

In this paper, we work toward constructing integrated image representations from vision and language
in the encoding procesThe objective is achieved by the proposed Mutual Iterative Attention (MIA)
module, which aligns the visual features and textual concepts with their relevant counterparts in
each domain. The motivation comes from the fact that correlated features in one domain can be
linked up by a feature in another domain, which has connections with all of them. In implementation,
we perform mutual attention iteratively between the two domains to realize the procedure without
annotated alignment data. The visual receptive fields gradually concentrate on salient visual regions,
and the original word-level concepts are gradually merged to recapitulate corresponding visual
regions. In addition, the aligned visual features and textual concepts provide a more clear definition
of the image aspects they represent.

The contributions of this paper are as follows:

For vision-and-language grounding problems, we introduce integrated image representations
based on the alignment between visual regions and textual concepts to describe the salient
combination of local features in a certain modality.

We propose a novel attention-based strategy, namely the Mutual Iterative Attention (MIA),
which uses the features from the other domain as the guide for integrating the features in the
current domain without mixing in the heterogeneous information.

According to the extensive experiments on the MSCOCO image captioning dataset and VQA
v2.0 dataset, when equipped with the MIA, improvements on the baselines are witnessed in all
metrics. This demonstrates that the semantic-grounded image representations are effective and
can generalize to a wide range of models.

2 Approach

The proposed approach acts on plainly extracted image features from vision and language, e.g.,
convolutional feature maps, regions of interest (Rol), and visual words (textual concepts), and refines






























