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A Appendix

A.1 Proof of Theorem 3.1]

. . k .
Proof. Since Pigeru,; contains Pr; # () and both Pgreru,i, [ ;_; Pi-reLu,z; contain the same

interval constraints, we have that B reru . ; |_|f=1 PireLu,z;- We have by monotonicity of the
intersection and the convex hull,

( |_| PireLu,i M5i) G ( |_| ( |—| PireLu,u) MS;) )

S;€S; S;€Si u€l;

For any S; € S;, we have that either S; C C;l or S; C C,; for any u € Z;. Thus, we can replace all
S; on the right hand side of (9) with either C;" or C;; such that for all u € Z; both C;| and C,, are
used in at least one substitution and obtain by monotonicity,

k
C (|_| (( |_| PireLuw) NCH U (( |_| PigreLuw) MCy))
< (]

(PireLu,u MCF) U (Prreu,u MGy ))-

For other ¢’s, it can be shown similarly that (| | s.es; PereLU,i T1 S;) C (l—lueL (PireLuw MCH) U
(Pi-reLu,w 11C; ) holds. Since ; relation holds for at least one 7 and C holds for other 7’s, P.RreLu g
P, greLu holds by the order preserving property of the intersection. U

A.2 1-ReLU vs 2-ReLU vs 3-ReLU on the 9 x 200 network

We graphically show the precision and the average runtime of 1-ReL.U, 2-ReL.U, and 3-ReL.U with no
MILP and with one layer of MILP on the 9 x 200 MNIST network with e = 0.015 using the results
from the evaluation section in Fig. ]

% of images verified Average runtime (seconds)
60 1200
54 54
1040
50 1000
46
11 42
40 800
32 ® I-ReLU ® 1-ReLU
30 m2ReLU 600 #2-ReLU
B 3-ReLU B 3-ReLU
20 400
10 200
0 0
No MILP 1-Layer of MILP No MILP 1-Layer of MILP

Figure 4: Percentage of images verified and the average runtime (in seconds) of 1-ReLU, 2-ReL.U,
and 3-ReLU on the 9 x 200 MNIST network with ¢ = 0.015.
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