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Abstract

Natural scenes contain many layers of part-subpart structure, and distributions
over them are thus naturally represented by stochastic image grammars, with one
production per decomposition of a part. Unfortunately, in contrast to language
grammars, where the number of possible split points for a production A → BC
is linear in the length of A, in an image there are an exponential number of ways
to split a region into subregions. This makes parsing intractable and requires
image grammars to be severely restricted in practice, for example by allowing
only rectangular regions. In this paper, we address this problem by associating
with each production a submodular Markov random field whose labels are the
subparts and whose labeling segments the current object into these subparts. We
call the resulting model a submodular field grammar (SFG). Finding the MAP
split of a region into subregions is now tractable, and by exploiting this we de-
velop an efficient approximate algorithm for MAP parsing of images with SFGs.
Empirically, we show promising improvements in accuracy when using SFGs for
scene understanding, and demonstrate exponential improvements in inference time
compared to traditional methods, while returning comparable minima.

1 Introduction
Understanding natural scenes is a challenging problem that requires simultaneously detecting, seg-
menting, and recognizing each object in a scene despite noise, distractors, and ambiguity. Fortunately,
natural scenes possess inherent structure in the form of contextual and part-subpart relationships
between objects. Such relationships are well modeled by a grammar, which defines a set of production
rules that specify the decomposition of objects into their parts. Natural language is the most common
application of such grammars, but the compositional structure of natural scenes makes stochastic
image grammars a natural candidate for representing distributions over images (see Zhu and Mumford
[1] for a review). Importantly, natural language can be parsed efficiently with respect to a grammar
because the number of possible split points for each production A→ BC is linear in the length of
the constituent corresponding to A. However, images cannot be parsed efficiently in this way because
there are an exponential number of ways to split an image into arbitrarily-shaped subregions. As
such, previous image-grammar approaches could only ensure tractability by severely limiting the
possible decompositions of each region either explicitly, for example by allowing only rectangular
regions, or by sampling (e.g., Poon and Domingos [2], Zhao and Zhu [3]).
Due to these limitations, many approaches to scene understanding instead use a Markov random
field (MRF) to define a probabilistic model over pixel labels (e.g., Shotton et al. [4], Gould et al.
[5]), thereby capturing some natural structure while still permitting objects to have arbitrary shapes.
Most such MRFs use planar- or tree-structured graphs in the label space [6, 7]. While these models
can improve labeling accuracy, their restricted structures mean that they can capture little of the
compositional structure present in natural images without an exponential number of labels. Inference
in MRFs is intractable in general [8] but is tractable under certain restrictions. For pairwise binary
MRFs, if the energy is submodular [9], meaning that each pair of neighboring pixels prefers to have
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the same label – a natural assumption for images – then the exact MAP labeling of the MRF can be
efficiently recovered with a graph-cut algorithm [10–12]. For multi-label problems, a constant-factor
approximation can be found efficiently using a move-making algorithm, such as α-expansion [13].
In this work, we define a powerful new class of tractable models that combines the tractability and
region-shape flexibility afforded by submodular MRFs with the high-level compositional structure of
an image grammar. We associate with each production A→ BC a submodular MRF whose labels
are the subconstituents (i.e., B,C) of that production. We call the resulting model a submodular field
grammar (SFG). Finding the MAP labeling to split a region into arbitrarily-shaped subregions is
now tractable and we exploit this to develop an efficient approximate algorithm for MAP parsing of
images with SFGs. Our algorithm, SFG-PARSE, is an iterative move-making algorithm that provably
converges to a local minimum of the energy and reduces to α-expansion for trivial grammars. Like
other move-making algorithms, each step of SFG-PARSE chooses the best move from an exponentially
large set of neighbors, thus overcoming many of the main issues with local minima [13]. Empirically,
we compare SFG-PARSE to belief propagation and α-expansion. We show that SFG-PARSE parses
images in exponentially less time than both of these while returning comparable minima. Using deep
convolutional neural network features as inputs, we investigate the modeling capability of SFGs.
We show promising improvements in semantic segmentation accuracy when using SFGs in place of
standard MRFs and when compared to the neural network features on their own.
Like SFGs, associative hierarchical MRFs [14, 15] also define multi-level MRFs, but use precomputed
segmentations to set the regions of the non-terminal variables and thus do not permit arbitrary image
regions. Neural parsing methods [16, 17] are grammar-like models for scene understanding, but use
precomputed superpixels and thus also do not permit arbitrary region shapes. Most relevant is the work
of Kumar and Koller [6] and Delong et al. [7], who define tree-structured submodular cost functions
and use iterative fusion-style graph-cut algorithms for inference, much like SFG-PARSE. SFGs
can be seen as an extension of these works that interprets the labelings at each level as productions
in a grammar and permits multiple different productions of each symbol, thus defining a directed-
acyclic-graph (DAG) cost function. This allows SFGs to be exponentially more expressive than these
models with only a low-order polynomial increase in inference complexity. In the simple case of a
tree-structured grammar (i.e., a non-recursive grammar in which each symbol only appears in the body
of at most one production), SFGs and SFG-PARSE reduce to these existing approaches albeit without
the label costs of Delong et al. [7]; however, it should be possible to extend SFGs in a similar manner.
In order to clearly describe and motivate SFGs, we present them here in the context of image parsing.
However, SFGs are a general and flexible model class that is applicable anywhere grammars or MRFs
are used, including social network modeling and probabilistic knowledge bases.

2 Preliminaries
2.1 Submodular MRFs
A Markov random field (MRF) for scene understanding defines a probabilistic model
p(y, I) = 1

Z exp(−E(y, I)) over labeling y ∈ Yn and image I , where n = |I| is the number of pix-
els, Z =

∑
y′∈Yn exp(−E(y′, I)) is the partition function, and Y is the set of labels, which encode

semantic classes such as Sky or Ground. MRFs for computer vision typically use pairwise energies
E(y, I) =

∑
p∈I θp(yp, op) +

∑
(p,q)∈I θpq(yp, yq), where y = (y0, . . . , yn) is a vector of labels;

op is the intensity value of pixel p; θp and θpq are the unary and pairwise energy terms for pixels p and
edges (p, q), respectively; and, with a slight abuse of notation, we say that I contains both the nodes
and edges in the MRF over the image. For binary labels Y = {Y1, Y2}, an MRF is submodular if its
energy satisfies θpq(Y1, Y1)+θpq(Y2, Y2) ≤ θpq(Y1, Y2)+θpq(Y2, Y1) for all edges (p, q) ∈ I . If the
energy is submodular, the MAP labeling y∗ = arg maxy∈Yn p(y, I) can be computed exactly with
a single graph cut in time c(n), where c(n) is worst-case low-order polynomial (the true complexity
depends on the chosen min-cut/max-flow algorithm), but nearly linear time in practice [12, 13]. Thus,
submodularity reduces the complexity of an optimization over 2n states to nearly-linear time. While
submodularity is useful for MAP inference, it also captures the fact that neighboring pixels in natural
images tend to have the same label (e.g., Sky pixels appear next to other Sky pixels), which means
that the MAP labeling in general partitions the image into contiguous regions of each label.

2.2 Image grammars
A context-free grammar (CFG) is a tuple G = (N,Σ, R, S) containing a finite set of nonterminal
symbols N ; a finite set of terminal symbols Σ; a finite set of productions R = {v : X → Y1 . . . Yk}
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with head symbol X ∈ N and subconstituent symbols Yi ∈ N ∪ Σ for i = 1 . . . k; and a special
start symbol S ∈ N that does not appear on the right-hand side of any production. For scene
understanding, a grammar for outdoor scenes might contain a production S → Sky Ground, which
would partition the image into Sky and Ground subregions.
To extend CFGs to images, we introduce the notion of a region R ⊆ I, which specifies a subset
of the pixels and can have arbitrary shape. A parse (tree) t ∈ TG(I) of image I with respect to
grammar G is a tree of nodes n = (v,R), each containing a production v ∈ R and a corresponding
image region R ⊆ I, where TG(I) is the set of valid parse trees for I under G, which we will
write as T to simplify notation. For each node n = (v,R) in a parse tree, the regions of its children
{ci = (vi,Ri) : ci ∈ ch(n)} partition (segment) their parent’s region such that R = ∪iRi and
∩iRi = ∅. If we let v = X → Y1 . . . Yk, then this partition is equivalently defined by a labeling
yv ∈ Y |R|v where Yv = {Y1, . . . , Yk}, as there is a one-to-one correspondence between labelings and
partitions ofR. Given a labeling for a production, the region of a subconstituent is simply the subset
of pixels labeled as that subconstituentRi = {p : yvp = Yi} for any i ∈ {1, . . . , k}.
A stochastic image grammar defines a generative probabilistic model of images by associating with
each nonterminal a categorical distribution over the productions of that nonterminal. The generative
process samples a production of the current nonterminal from this distribution, starting with the
start symbol S with the entire image as its region, and then partitions the current region into disjoint
subregions – one for each subconstituent of the production. This process then recurses on each
subconstituent-subregion pair, and terminates when a terminal symbol is produced, at which point
the pixels for that region are generated. Formally, the probability of a parse t ∈ T of an image is
p(t, I) =

∏
(v,R)∈t p(v|head(v)) · p(yv|v,R), where p(yv|v,R) specifies the probability of each

labeling yv ∈ Y |R|v (i.e., partition) of R. Note that the above distribution over productions is the
same categorical distribution as that used in PCFGs for natural language [18], but the distribution
over segmentations is assumed to be uniform in PCFGs for natural language and is typically not
made explicit. It is this latter distribution that causes representational challenges, as we must now
specify a distribution p(yv|v,R) for each production and for each of the 2n possible image regions.
We show how this can be achieved efficiently in the following section.

3 Submodular Field Grammars
As the main contribution of this work, we define (submodular) field grammars by combining the image
grammars defined above with (submodular) MRFs. We do this by defining for each production v an
associated MRF over the full image Ev(yv, I) =

∑
p∈I θ

v
p(yvp) +

∑
(p,q)∈I θ

v
pq(yvp , y

v
q ). A copy of

this MRF is instantiated each time an instance (equivalently, a token, as this relates to the well-known
type-token distinction) of X is parsed as v, in the same way that each instance of a symbol in a
grammar uses the same categorical distribution to select productions. In particular, an instance of
a symbol has an associated regionR ⊆ I and the MRF instantiated for that instance is simply the
subset of the full-image MRF containing all of the nodes in R and all of the edges between the
nodes inR. The energy of this instance is Ev(yv,R) =

∑
p∈R θ

v
p(yvp) +

∑
(p,q)∈R θ

v
pq(yvp , y

v
q ). We

thus write the labeling distribution as p(yv|v,R) ∝ exp(−Ev(yv,R)) and we write the energy of a
parse tree (where each node contains production instances) as E(t, I) =

∑
(v,R)∈t wv +Ev(yv,R),

where the weights {wv} parameterize each symbol’s categorical distribution over productions and
the probability of a parse tree is p(t, I) ∝ exp(−E(t, I)). To simplify notation, we will omit v, I,
andR when clear from context and sum over just v.
We refer to this model as a field grammar G = (N,Σ, R, S,Θ) parameterized by Θ, which contains
both the categorical weights and the MRF parameters. As in the image grammar formulation above,
the pixels are generated when a terminal symbol is produced. Conversely, when parsing a given
image, the unary terms {θvp} can depend directly on the pixels of the image being parsed or on
features of the image, as in a conditional random field. In our experiments, however, only the unary
terms of the terminal symbols depend on the pixel values.
The MRFs in a field grammar can be parameterized arbitrarily but, in order to permit efficient MAP
inference, we require that each term θvpq satisfy the previously-stated binary submodularity condition
for all edges (p, q) and all productions v : X → Y1Y2 once the grammar has been converted to one in
which each production has only two subconstituents, which is always possible and in the worst case
increases the grammar size quadratically [18]. Note that it is easy to extend this to the non-binary case
by requiring that the pairwise terms satisfy the α-expansion or αβ-swap conditions [13], for example,
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but we focus on the binary case here for simplicity. We also require that θvpq(yvp , y
v
q ) ≥ θcpq(ycp, y

c
q)

for every production v ∈ R, for every production c that is a descendant of v in the grammar,
and for all possible labelings (yvp , y

v
q , y

c
p, y

c
q), where yvp , y

v
q ∈ Yv and ycp, y

c
q ∈ Yc. This ensures

that segmentations of higher-level productions are submodular relative to their descendants, and
captures a natural property of composition in images: that objects have larger regions than their
parts. This means that the ratio of boundary length to region area is smaller for a symbol relative
to its descendants, and thus its pairwise terms should be stronger. A grammar that satisfies these
conditions is a submodular field grammar (SFG). Figure 1 shows a partial example of a (submodular)
field grammar applied to image parsing, demonstrating the interleaved choices of productions and
labelings, and the subregion decompositions resulting from these choices.

3.1 Relationship to other models

+

×

+ +

× × ×… ×
× × ×…

S➞AB S➞BC

+ +

…
+ + +

+ +
…

+ +

… B➞GH B➞JK
… …

+
+

A➞DE
A➞FG

…
× ×… × ×

… …

+

+
++

+ + +

… …
… …

C➞LM
+

…

Figure 1: A DAG representing some of the possible
production and labeling choices when parsing an im-
age with an SFG. Each sum node represents either a
choice of production for a particular region or a choice
of labeling for the MRF representing a particular pro-
duction of a region. Product nodes denote the partition
of a region as defined by its labeling, where an MRF
node’s color denotes its label. Red edges denote a
partial parse tree for the image shown at the bottom.
Best viewed in color.

Above, we defined an SFG as an image grammar
with an MRF at each production. An SFG can be
equivalently reformulated as a planar MRF with
one label for each path in the grammar. The num-
ber of such paths is exponential in the height of
the grammar. This reformulation can be seen as
follows. A parse tree over a region R has en-
ergy E(t,R) =

∑
v∈t wv + Ev(yv,Rv). We

can rewrite this as E(t,R) = w(t) +
∑

p∈R θ
t
p +∑

(p,q)∈R θ
t
pq , where w(t) =

∑
v∈t wv , 1[·] is the

indicator function, θtp =
∑

v∈t θ
v
p(yvp) ·1[p ∈ Rv],

and θtpq =
∑

v∈t θ
v
pq(yvp , y

v
q ) · 1[(p, q) ∈ Rv].

This describes a flat MRF in which θtp and θtpq
are the unary and pairwise terms. Inference in
this flat MRF is not easier, and is likely harder,
because it requires an exponentially-large set of la-
bels and the hard constraints of the grammar must
be enforced explicitly. However, this formulation
will prove useful for our parsing algorithm.
Another key benefit of our grammar-based formu-
lation is sub-parse reuse, which enables exponen-
tial reductions in inference complexity and better
sample complexity. For example, consider reusing
a Wheel symbol among many vehicle types. In-
stead of having to learn and perform inference for
each Wheel symbol (once per vehicle type and per vehicle-parent type, etc.), only one Wheel need be
learned and inference on it performed only once.
Beyond PCFGs and MRFs, SFGs also generalize sum-product networks (SPNs) [19, 2]. Details on
this mapping are given in the supplement. 1 Figure 1 shows a partial mapping of an SFG to an SPN.

4 Inference
When trying to understand natural scenes, it is important to recognize and reason about the relation-
ships between objects. These relationships can be identified by finding the MAP parse of an image
with respect to a grammar that encodes them, such as a submodular field grammar. The flat semantic
labels traditionally used in scene understanding can also be recovered from this parse if they are
encoded in the grammar, e.g., as the terminal symbols. We exploit this ability in our experiments.
For natural language, the optimal parse of a PCFG can be recovered exactly in time cubic in the
length of the sentence with the CYK algorithm [20], which uses dynamic programming to efficiently
parse a sentence in a bottom-up pass through the grammar. This is possible because each sentence
only has a linear number of split points, meaning that all sub-spans of the sentence can be efficiently
represented and enumerated. The key operation in the CYK algorithm is to compute the optimal parse
of a given span s (i.e., contiguous sub-sentence) as a given production v : X → Y Z by explicitly
iterating over all split points i of that span, computing the probability of parsing s as v with split i,

1Supplementary material is available at https://homes.cs.washington.edu/~pedrod/papers/neurips18sp.pdf.
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Figure 2: The main components of SFG-PARSE: (a) Parsing a region R as X → Y Z by fusing a parse of R
as Y → AB with a parse of R as Z → CD, and (b) Subsequently improving the parse of R as X → Y Z by
independently (re)parsing each of its subregions and then fusing these new parses. See text for more detail.

and choosing the split point with highest probability. The probability of parsing s as v with split i
is defined recursively as the product of p(v|head(v)) and the respective probabilities of the optimal
parses of the two sub-spans as Y and Z, respectively. CYK uses dynamic programming to cache the
optimal parse of each sub-span as each symbol to avoid re-computing these unnecessarily.
Unfortunately, CYK applied to images is intractable because it is infeasible to enumerate all subre-
gions of an image. Instead, we propose to construct (and cache) a parse of the entire image as each
production and then use subregions of this parse to define the parse of each subregion, mirroring how
distributions over subregions are defined in SFGs. We then exploit submodularity to find a locally
optimal parse from an exponentially large set, without enumerating all such parses. Specifically, we
optimally combine the parses of the subconstituents of a production to create a parse as that production.
We refer to this procedure as fusion as it is analogous to the fusion moves of Lempitsky et al. [21].

4.1 Parse tree construction

Following Lempitsky et al. [21], let y0,y1 ∈ Yn be two labelings of a submodular MRF with energy
E(y,R) =

∑
p θp(yp) +

∑
pq θpq(yp, yq) and let C(y0,y1) = {yc} denote the set of combinations

of y0 and y1. A labeling yc = (yc0, . . . , y
c
n) is a combination of y0 = (y00 , . . . , y

0
n) and y1 =

(y10 , . . . , y
1
n) iff each label in yc is taken either from y0 or y1 such that ycp ∈ {y0p, y1p} for all pixels

p = 1 . . . n. The fusion y∗ of y0 and y1 is then defined as the minimum energy combination y∗ =
arg miny∈C(y0,y1)E(y,R). Under certain conditions on E, fusion is a submodular minimization.

Recall that each parse tree t equivalently corresponds to a particular labeling of a planar MRF with
one label per path in the grammar. With a slight abuse of notation, we use t to represent both the full
parse tree and the corresponding planar MRF labeling. Let v : X → Y1Y2 be a production and t1, t2
be parses of some regionR ⊆ I as productions u1 : Y1 → Z1Z2 and u2 : Y2 → Z3Z4, respectively.
Definition 1. For production v : X → Y1Y2 and parse trees t1, t2 over regionR with head symbols
Y1, Y2, the fusion of t1 and t2 as v is the minimum energy parse tree tv = arg mint∈C(t1,t2)E(t,R)

constructed from the combination of t1 and t2, with (v,R) appended as root.

Because t1 and t2 are MRF labelings, we can fuse them to create a new parse tree tv in which each
pixel inR is labeled with the same path that it had in either t1 or t2. When we do this, we prepend
v to each pixel’s label, which is equivalent to adding (v,R) as the new root node of tv. Figure 2a
shows an example of fusing two parse trees to create a new parse tree.
Proposition 1. The fusion of two parse trees is a submodular minimization.

Although fusion requires finding the optimal labeling from an exponentially large set, two parse trees
can be fused with a single graph cut by exploiting submodularity. Proofs are given in the supplement.
Finally, we define the union of two parse trees t = t1 ∪ t2 that have the same productions but are
over disjoint regions (i.e.,R1 ∩R2 = ∅) as the parse tree t in which the region of each node in t is
the union of the regions of the corresponding nodes in t1 and t2.

4.2 SFG-Parse
Pseudocode for our parsing algorithm, SFG-PARSE, is presented in Algorithm 1. SFG-PARSE is an
iterative move-making algorithm that efficiently and provably converges to a local minimum of the
energy function. Currently, SFG-PARSE applies only to non-recursive grammars, but we believe it
will be straightforward to extend it to recursive ones.
To parse an image with respect to a given non-recursive grammar, SFG-PARSE starts at the terminal
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Figure 3: One iteration of SFG-PARSE applied to the image shown on the right with respect to the simple
grammar on the left. Proceeding from bottom to top, SFG-PARSE first parses the image as each of the terminal
symbols (i.e., each pixel in the image is labeled as that terminal symbol), and then fuses these to create parses of
the image as symbols B, C, and D. These parses are then fused in turn to create parses of the image as A and
finally S. The final full parse tree returned is the parse of S.

symbols and moves backwards through the productions towards the start symbol (line 9), constructing
and caching a parse of the full image as each production. The parse for each production is constructed
by fusing the cached parses of that production’s subconstituents (lines 13 and 14). An example of this
procedure is shown in Figure 3, where the parses of symbols S, A, B, C, and D are constructed by
fusing the parses of the subconstituents of their respective productions. For simplicity, the grammar
in Figure 3 only contains a single production for each symbol, and no symbol is a subconstituent
of multiple productions; in general, however, most symbols in the grammar appear on both the
left- and right-hand sides of multiple productions. To accommodate this, SFG-PARSE maintains
multiple instances (aka. tokens) of each symbol and chooses the appropriate production and instance
during parsing. This is discussed in more detail below. Subsequent iterations of SFG-PARSE simply
repeat this bottom-up procedure while ensuring that for each (re)parse of a production, the previous
iteration’s parse of that production (or a guaranteed lower energy alternative) can be constructed via
fusion. This guarantees convergence of SFG-PARSE.
In CYK, each span of a sentence is explicitly parsed as each production, making it straightforward to
have multiple instances of a symbol. However, since there are an exponential number of subregions
of an image, SFG-PARSE instead constructs a parse of the entire image for each production and
reuses that parse for each of these subregions. To ensure consistency of this parse, if only one parse
were allowed per production then each instance would have to be parsed with the exact same set of
productions, a severe restriction on the expressivity of the model. To avoid this, SFG-PARSE permits
multiple instances of a symbol X , one per unique path from the root to a production of X in t̂, where
t̂ is the best parse of S from the previous iteration. This allows the number of instances of each
symbol to grow or shrink at each iteration according to the parse constructed in the previous iteration.
Processing of instances and their corresponding regions occurs on lines 5-6. For each instance x of
symbol X in t̂ for a production v : X → Y Z, SFG-PARSE records pointers to x’s child instances y
and z, which are later (line 12) used to determine which instances of Y and Z to fuse when parsing v.

In the common scenario that a symbol has no instances – either because it doesn’t appear in t̂ or
because t̂ was not provided – then that symbol is assigned the region containing the entire image as
an instance (line 7), which serves as a powerful initialization method. If a symbol has no instances,
then it did not appear in t̂ and its parse can be constructed by fusing any instances of its production’s
subconstituents without affecting convergence. In the rare case that a symbol has multiple instances,
one can be chosen either by estimating a bound on the energy or even randomly (line 12).
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