A Proof of Main Theorem

Theorem 1 Under Assumptions 1-6, for a randomly sampled x,y, with high probability
a(o,+op,)noy 4ecBw, Brr ecopBw, B
Ly (W, Fx,y) — L, (W,Fx,y)| < “ortoninon (7“—1—\/7“24- e ) + 2o Bw. Br (6

Proof: From Assumption 4,

|Lp (WmeX7 YP)*LP (WPva YP)| §‘7p||Wr (Fm — F)x||2

The key to bounding this value for an arbitrary (x,y) is to first upper bound it in terms of the
representative points, y ., [|[W, (F,, — F) b;||2, and then provide an upper bound on this term
with representative points.

Part 1: Upper bound in terms of representative points According to Assumption 5, for all x,
w.h.p.

W (Fr — F)x[2 = Zajwr (Fm —F)bj + W, (Fp, —F)n @)
j=1 )
Using Cauchy-Schwarz, we further obtain

n n
(N < Zai Z W, (Fy, — F) bj“; + W, (Fr, — F) ”2”77”2
j=1 j=1

- 2Bw, Bre
SV D IW o (B — B by 4 = @®)
j=1
. n 2
Part 2: Bounding A = \/ijl W, (F,, — F)bj][;
Let B (F,,||F) denote the Bregman divergence,
BL(Fm”F) =L (Fm) -L (F) - <Fm - F7 VL (F)> (9)

where the dot-product notation for the matrices corresponds to element-wise product and summation.
We use the following two bounds, proved below.

By(F||Fy,) < B, (F||F,) an
BNb(FmHF) + BNb (FHFm) < a[BN(FmHF) + BN(FHFm)] (12)

Obtaining inequalities in (10) and (11) The first term comes from the fact that L — [V is strictly
convex. This is because the sum of strictly convex functions for N are a strict subset of sum of
strictly convex functions for L. Since L — N is still strictly convex, it provides a valid potential for
the Bregman divergence and gives

0 < BL-N(Fn||F) = BL(Fn||[F) — By (Fn||[F) = BL(Fn|[F) > By (Fp|[F).
The same reasoning applies to By, (F||F.,) > By (F||F.,).
Obtaining inequality in (12) The second term follows from Assumption 6. Notice that the
Bregman divergence for NV, and N simplifies as follows.

BN, (Fml|[F) + By, (F[[Fp)
=Ny (Fm) - Ny (F) - <Fm - F, VN, (F)> + Ny (F) - Ny (Fm) - <F —Fpn, VN, (Fm)>
= <Fm - F» VNb (Fm) - vZVb (F)>
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By the definition of directional derivatives,
Ny(F + a(F,,, — F)) — Ny(F) ~ im Ny((1 — @)F + oF,,) — Ny(F)

o a—0 [e%

(F,, —F, VN, (F)) = ili)l%)
and so, because both limits exists,
(Fr — F, VN, (F,,) — VN, (F))
= —(Fy, — F, VN, (F)) — (F = F,,, VN, (F,)
[Nb(F) — Ny((1 — @)F + aF,,) Nb(Fm) — No((1 — @)Fyp, + aF)}
o o
[N(F) —N((1—-a)F 4+ oF,,) n N(F,,) — N1 - a)F,, + aF)}
o o
=a(F, —F,VN (F,,) — VN (F))
= a[BN(Fp||F) + By (F||Fp)]
where the inequality follows from Assumption 6.

Bounding A using (10) - (12) and Assumptions 2 and 3
a[BL(Fnl|[F)+ Br,, (F||Fp)]
> By, (Ful|F) + By, (F|F,0)
1 n 1 n
— 72 (F—F,,,W/VL, (W,Fb;,y.;,) b ) - 72<F F,., W/ VL, (W,F,b;,y,4)b;)

=1 =1

1 n
=~ (W, (F—F,)b,, VL, (W,Fby.y,s,) = VL, (W, Fpubi,yr,) )
i=1

c n
i=1

where the inequality comes from the assumption that function L. is c-strongly convex.
Notice now that, because VL(F) = 0 and VL,,,(F,,) = 0

Br(Fwl||F) + Be,, (F||[Fy)

= L(Fm) — L (F) + L, ( )

= (L(Fm) = L (F)) + (L

v

Lm (Fm)
(F) — L(F)) (13)

1
= E [Lp (Wmexnu y;o,m) - Lp (W mema Yp m)]
1
+ ; [Lr (WT‘mem7 YT,m) - (W Fnzxm7 yr m)]

1
7 [ Ly (WP, V) + Ly (WX, 0]

+ % [7Lr (WTFXm;yhm) + Ly (W Fxm,yr m)]

Because L, is o,.-admissible by Assumption 2, we have
|Lr (WTFmev YT,m) - Lr (WTFXma yr,m) | S OrHWr (Fm - F) X’mHQ-

We get a similar result for L,, using Assumption 4, but with o,,. Therefore, we can bound (13) above,
and get

Cc = a(o,-
S IW (B F) byl |5 < SO [[W, (B~ F) |2+ W (B~ F) ), 2] (14)

Putting it all together to get the upper bound on A From (14), we get
€42 < 2a(0;—|—0p) (\fA N 2Bw, BFe)

n =

” 4ecBw, B
— A< a(or+ap)n VT4 i+ FCOW, OF (15)
ct a(o,+op)n
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Finally, therefore, again using (8),
|Lp (WmeX7 YP) - L, (WZDva YP)|
< op[[Wy (Fr — F) x||2

2BWT BFG

: 2
< opVr Z”Wv (Fm —F)bj[5+0p n
j=1

< a(o,+0,)no, - T2+4€CBW,,BFT n 2¢0,Bw, Br
ct a(or+op)n t

B Examples of specific constants for the Main Theorem

Corollary 1 In Assumption 4, if W, € R™*k W, € Rk d > k > m, W, is full rank, Ly is
o-admissible, then for W -1 the inverse matrix of the first k rows of W, 0, = o|W, ||| W 1| r.
Proof: Since W, is full rank, we must have W,, = AW,., where the last d — k columns of A are all
zeros. Hence ||[W,(F — F,,,)x[|2 < [|A||p||W,(F — F,,)x]||2. In the meanwhile, |[W,W | p =
|AW, W 1|z = |A||r, where W1 is the inverse matrix of the first k& rows of W,.. Hence
1Al < W, LW, L 7. Itimplies a, = o[ W, | || W, | . since

|Lp (WpFmx,yp) =Ly (W, Fx, yp)|

< o|[Wy(Fr — F)x|,

< o Wolle W7l W (F = Fo )2

Corollary 2 For L, the least-squares loss,
c=2 and o, =2Bw,kKBrBx+ 2DBx.
If Ly is
1. the least-squares loss, then 0 = 2Bw ,Bg Bx + 2By
2. the cross-entropy, with'y, € {0,1}", then o0 = 2\/m
3. the cross-entropy, with'y,, € {—1,1}", then o = \/m.
Proof: For the least-squares loss L.., we get ¢ = 2 because
(x1 — %2, VL, (x1,y) =VL, (x2,y) )
= (X7 — X2,2 (X1 — X2))
> 2||x1 — xal[3-
We get 0, = 2Bw, Br Bx + 2Bx because
|L, (W, F1x,y,) — L. (W, Faox,y,)|
= |IW,Fix =y, |5 - [|W,Fox -y, |3
=|(W, (F; —Fo)x, W, F1x + W, Fox — 2y,.)|
< Wy (F1 = F2) x[|2[W, Fix + W, Fox — 2y, |
< (2Bw, BrBx + 2Bx) |W,. (F1 — F3) x||2
Similarly, for L, the least-squares loss, 0 = 2Bw , Br Bx + 2By,.

For the case where L,, is the cross-entropy loss, let

z=W,Fix
Z/ = WPFQX
Y=Yp
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with a; denoting the i-th element of vector a. Wheny € {0,1}"™,

|Lp (z,y) — Ly (z,y)

1 1
+yih—+(1-y;)ln—
Y 1+ exp™% ( yi) 1—|—expziH

m

1 1
> lyi(ln - +In ;
; 1 4 expZ 1+ exp™%

1 1
n —1In ;
1+ exp~2 1+ exp?

1
+1In - —In .
1 4 expi 1+ exp®

e exp® 1 1
:Z yiln P +1In - —1In
; exp? 1 + exp? 1 + exp?i
m
1+ exp*
= i(z, —z;) +In ————
m
<y (2]
i
m Z; 2z’
oS i [ L0 [ L
p 1 + exp% 1 + exp?

1+ expzz
n
1+ exp?

b

m
. 1+ exp*
<l|lz-21, + min | |In -
Sla-eflir 3 O rprpe;

)

To bound this second component, notice that if z;, < z;,

1+ exp?  exp* eXpZ; — exp?

7T 7T = 7 7 S 0
14 exp%  exp% expZi (1 + expzi)
This implies
1+ exp* 1+ exp*
ln 7| = ln 7
1 4 exp® 1+ expZ
exp? exp?
<P p,:|zi—z§.
expZi exp?i

Therefore, we get

Ly (2,y) = Ly (2. y)| < |z = 2|, + ) |zi — 2
=2z -2,
< 2v/mlla -7,
Fory, € {—1,1}", similarly to the case where {0,1}"",

14 eXpyl'z;
n

lp———"F
1 4 exp¥iz:

<\|yiz; — yizi| < |z; — 2z,
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then we have

|Lp (z,y) — L, (Z/7Y)|

HIE L
; 1 + exp¥izi 1 + exp¥i%
Z 1 + eXpyl
1 4 exp¥yiz:

<3164 - =)
i
<z -2

<vmlz -2,
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