
1 Appendix

Complete Generative Process of the CoT The generative process for the CoT can be summarized
as follows: First, we generate the prototypes and the subspace feature indicator vectors for each of
the decision maker and item clusters as follows:

pc ∼ Uniform(1, |J |) ∀c

p′d ∼ Uniform(1, |I|) ∀d
ωc,m ∼ Bernoulli(β) where β ∼ Beta(εβ) ∀c,m
ω′
d,n ∼ Bernoulli(β′) where β′ ∼ Beta(ε′β) ∀d, n

We also sample the confusion matrices associated with every pair of (decision maker,item) clusters:
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where z (row index) and e (column index) jointly index an element of the confusion matrix.

We then sample the cluster assignments and features of decision makers and items.

cj ∼Multinomial(α) where α ∼ Dirichlet(εα) ∀j

di ∼Multinomial(α′) where α′ ∼ Dirichlet(ε′α) ∀i

Discrete features are sampled as:

a(j)
m ∼Multinomial(φcj ,m) where φcj ,m ∼ Dirichlet(gpcj,m,ωcj,m

,λ) and g defined in Eqn. 1 ∀j,m

b(i)n ∼Multinomial(φ′di,n) where φ′di,n ∼ Dirichlet(gpdi,n,ωdi,n
,λ) and g defined in Eqn. 1 ∀i, n

In the case of continuous features, we have the following generative steps:

a(j)
m ∼ Normal(φcj ,m, σ) where φcj ,m = pc,m if ωcj ,m = 1, Otherwise φcj ,m = 0 ∀j,m

b(i)n ∼ Normal(φ′di,n, σ) where φdi,n = pd,n if ωdi,n = 1 Otherwise φdi,n = 0 ∀i, n

The true labels associated with each of the items are sampled as:

zi ∼Multinomial(ρdi) where ρdi ∼ Dirichlet(g′p′di ) and g′ defined in Eqn. 2 ∀i

Lastly, we sample the decisions made by decision makers on items along with the corresponding
timestamps.

tj,i ∼ Uniform(1, T ) ∀j, i

rj,i ∼Multinomial(Θ
(ti,j)
cj ,di,zi

) ∀j, i

1


	Introduction
	Related Work
	Confusions over Time Model
	Setting
	Defining Confusions over Time (CoT) model
	Inference

	Experimental Evaluation
	Evaluating Estimated Confusion Matrices and Predictive Power
	Evaluating Interpretability


