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Abstract

We propose and study a new class of submodular functions called deep submodular
functions (DSFs). We define DSFs and situate them within the broader context of
classes of submodular functions in relationship both to various matroid ranks and
sums of concave composed with modular functions (SCMs). Notably, we find that
DSFs constitute a strictly broader class than SCMs, thus motivating their use, but
that they do not comprise all submodular functions. Interestingly, some DSFs can
be seen as special cases of certain deep neural networks (DNNs), hence the name.
Finally, we provide a method to learn DSFs in a max-margin framework, and offer
preliminary results applying this both to synthetic and real-world data instances.

1 Introduction

Submodular functions are attractive models of many physical processes primarily because they
possess an inherent naturalness to a wide variety of problems (e.g., they are good models of diversity,
information, and cooperative costs) while at the same time they enjoy properties sufficient for efficient
optimization. For example, submodular functions can be minimized without constraints in polynomial
time [12] even though they lie within a 2"-dimensional cone in R?". Moreover, while submodular
function maximization is NP-hard, submodular maximization is one of the easiest of the NP-hard
problems since constant factor approximation algorithms are often available — e.g., in the cardinality
constrained case, the classic 1 — 1/e result of Nemhauser [21] via the greedy algorithm. Other
problems also have guarantees, such as submodular maximization subject to knapsack or multiple
matroid constraints [8, 7, 18, 15, 16].

One of the critical problems associated with utilizing submodular functions in machine learning
contexts is selecting which submodular function to use, and given that submodular functions lie
in such a vast space with 2" degrees of freedom, it is a non-trivial task to find one that works
well, if not optimally. One approach is to attempt to learn the submodular function based on either
queries of some form or based on data. This has led to results, mostly in the theory community,
showing how learning submodularity can be harder or easier depending on how we judge what is
being learnt. For example, it was shown that learning submodularity in the PMAC setting is fairly
hard [2] although in some cases things are a bit easier [11]. In both of these cases, learning is over
all points in the hypercube. Learning can be made easier if we restrict ourselves to learn within
only a subfamily of submodular functions. For example, in [24, 19], it is shown that one can learn
mixtures of submodular functions using a max-margin learning framework — here the components
of the mixture are fixed and it is only the mixture parameters that are learnt, leading often to a convex
optimization problem. In some cases, computing gradients of the convex problem can be done using
submodular maximization [19], while in other cases, even a gradient requires minimizing a difference
of two submodular functions [27].

Learning over restricted families rather than over the entire cone is desirable for the same reasons that
any form of regularization in machine learning is useful. By restricting the family over which learning
occurs, it decreases the complexity of the learning problem, thereby increasing the chance that one
finds a good model within that family. This can be seen as a classic bias-variance tradeoff, where
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Figure 1: Left: A layered DSF with K = 3 layers. Right: a 3-block DSF allowing layer skipping.

increasing bias can reduce variance. Up to now, learning over restricted families has apparently (to
the authors knowledge) been limited to learning mixtures over fixed components. This can be quite
limited if the components are restricted, and if not might require a very large number of components.
Therefore, there is a need for a richer and more flexible family of submodular functions over which
learning is still possible.

In this paper (and in [5]), we introduce a new family of submodular functions that we term “deep
submodular functions,” or DSFs. DSFs strictly generalize, as we show below, many of the kinds
of submodular functions that are useful in machine learning contexts. These include the so-called
“decomposable” submodular functions, namely those that can be represented as a sum of concave
composed with modular functions [25].

We describe the family of DSFs and place them in the context of the general submodular family. In
particular, we show that DSFs strictly generalize standard decomposable functions, thus theoretically
motivating the use of deeper networks as a family over which to learn. Moreover, DSFs can represent
a variety of complex submodular functions such as laminar matroid rank functions. These matroid
rank functions include the truncated matroid rank function [13] that is often used to show theoretical
worst-case performance for many constrained submodular minimization problems. We also show,
somewhat surprisingly, that like decomposable functions, DSFs are unable to represent all possible
cycle matroid rank functions. This is interesting in and of itself since there are laminar matroids
that are not cycle matroids. On the other hand, we show that the more general DSFs share a variety
of useful properties with decomposable functions. Namely, that they: (1) can leverage the vast
amount of practical work on feature engineering that occurs in the machine learning community
and its applications; (2) can operate on multi-modal data if the data can be featurized in the same
space; (3) allow for training and testing on distinct sets since we can learn a function from the
feature representation level on up, similar to the work in [19]; and (4) are useful for streaming
applications since functions can be evaluated without requiring knowledge of the entire ground set.
These advantages are made apparent in Section 2.

Interestingly, DSFs also share certain properties with deep neural networks (DNNs), which have
become widely popular in the machine learning community. For example, DNNs with weights
that are strictly non-negative correspond to a DSF. This suggests, as we show in Section 5, that
it is possible to develop a learning framework over DSFs leveraging DNN learning frameworks.
Unlike standard deep neural networks, which typically are trained either in classification or regression
frameworks, however, learning submodularity often takes the form of trying to adjust the parameters
so that a set of “summary” data sets are offered a high value. We therefore extend the max-margin
learning framework of [24, 19] to apply to DSFs. Our approach can be seen as a max-margin learning
approach for DNNs but restricted to DSFs. We show that DSFs can be learnt effectively in a variety
of contexts (Section 6). In the below, we discuss basic definitions and an initial implementation of
learning DSFS while in [5] we provide complete definitions, properties, relationships to concavity,
proofs, and a set of applications.

2 Background

Submodular functions are discrete set functions that have the property of diminishing returns. Assume
a given finite size n set of objects V' (the large ground set of data items), where each v € V is a
distinct data sample (e.g., a sentence, training pair, image, video, or even a highly structured object
such as a tree or a graph). A valuation set function f : 2V — R that returns a real value for any
subset X C V is said to be submodular if for all X C Y and v ¢ Y the following inequality holds:



f(XUu{v}) — f(X) > f(Y U{v}) — f(Y). This means that the incremental value (or gain) of
adding another sample v to a subset decreases when the context in which v is considered grows
from X to Y. We can define the gain of v in the context of X as f(v|X) = f(X U {v}) — f(X).
Thus, f is submodular if f(v|X) > f(v|Y). If the gain of v is identical for all different contexts
ie., f(v|X) = f(v]Y),VX,Y C V, then the function is said to be modular. A function might also
have the property of being normalized (f()) = 0) and monotone non-decreasing (f(X) < f(Y)
whenever X C Y). If the negation of f, — f, is submodular, then f is called supermodular.

A useful class of submodular functions in machine learning are decomposable functions [25], and one
example of useful instances of these for applications are called feature-based functions. Given a set
of non-negative monotone non-decreasing normalized (¢(0) = 0) concave functions ¢; : Ry — R+
and a corresponding set of non-negative modular functions m; : V' — R, the function f : 2V — R,
defined as f(X) = >, #i(mi(X)) = >, #i(D_,c x mi(x)) is known to be submodular. Such func-
tions have been called “decomposable” in the past, but in this work we will refer to them as the family
of sums of concave over modular functions (SCMs). SCMs have been shown to be quite flexible [25],
being able to represent a diverse set of functions such as graph cuts, set cover functions, and multiclass
queuing system functions and yield efficient algorithms for minimization [25, 22]. Such functions are
useful also for applications involving maximization. Suppose that each element v € V is associated
with a set of “features” U in the sense of, say, how TFIDF is used in natural language processing (NLP).
Feature based submodular functions are those defined via the set of features. Feature based func-
tions take the the form f(X) = >, wudu(my (X)), where ¢, is a non-decreasing non-negative
univariate normalized concave function, m,, (X ) is a feature-specific non-negative modular function,
and w,, is a non-negative feature weight. The result is the class of feature-based submodular functions
(instances of SCMs). Such functions have been successfully used for data summarization [29].

Another advantage of such functions is that they do not require the construction of a pairwise
graph and therefore do not have quadratic cost as would, say a facility location function (e.g.,
fX)=> vey MaXge X Wyy), OF any function based on pair-wise distances, all of which have cost
O(n?) to evaluate. Feature functions have an evaluation cost of O(n|U]|), linear in the ground set V'
size and therefore are more scalable to large data set sizes. Finally, unlike the facility location and
other graph-based functions, feature-based functions do not require the use of the entire ground set
for each evaluation and hence are appropriate for streaming algorithms [1, 9] where future ground
elements are unavailable. Defining ¢ : R” — R as ¢(z) = >, ¢:((m;, x)), we get a monotone
non-decreasing concave function, which we refer to as univariate sum of concaves (USCs).

3 Deep Submodular Functions

While feature-based submodular functions are indisputably useful, their weakness lies in that features
themselves may not interact, although one feature u’ might be partially redundant with another
feature u”. For example, when describing a sentence via its component n-grams features, higher-
order n-grams always include lower-order n-grams, so n-gram features are partially redundant. We
may address this problem by utilizing an additional “layer” of nested concave functions as in
F(X) = > cswsPs(Douer Wsu®u(mu(X))), where S is a set of meta-features, w; is a meta-
feature weight, ¢, is a non-decreasing concave function associated with meta-feature s, and w; ,,
is now a meta-feature specific feature weight. With this construct, ¢ assigns a discounted value to
the set of features in U, which can be used to represent feature redundancy. Interactions between
the meta-features might be needed as well, and this can be done via meta-meta-features, and so on,
resulting in a hierarchy of increasingly higher-level features.

We hence propose a new class of submodular functions that we call deep submodular functions
(DSFs). They may make use of a series of disjoint sets (see Figure 1-(a)): V = V() which is
the function’s ground set, and additional sets V1), V() V&) 7 = V() can be seen as a set
of “features”, V' (2) as a set of meta-features, V(3 as a set of meta-meta features, etc. up to 174598
The size of V) is d* = |[V(?)|. Two successive sets (or “layers”) i — 1 and 7 are connected by a
matrix w® € Rf‘fx‘”fl, fori € {1,...,K}. Given v’ € V), define wi? to be the row of w®

corresponding to element v?, and wf}f) (v*~1) is the element of matrix w*) at row v* and column v* .

We may think of wiz) : V=D 5 R, as a modular function defined on set V(“~1) Thus, this matrix
contains d’ such modular functions. Further, let ¢, : Ry — R be a non-negative non-decreasing



concave function. Then, a K-layer DSF f : 2" — R can be expressed as follows, for any A C V:
fa) = quK( > WK e 1 (0 2 w0 ehep( X wBehea (X wf}?(a))))) 6))
vEK—legy(K-1) v2ev(2) plev (1) acA
Submodularity follows since a composition of a monotone non-decreasing function f and a monotone
non-decreasing concave function ¢ (g(-) = ¢(f(+))) is submodular (Theorem 1 in [20]) — a DSF is
submodular via recursive application and since submodularity is closed under conic combinations.

A more general way to define a DSF (useful for the theorems below) uses recursion directly. We
are given a directed acyclic graph (DAG) G = (V, E) where for any given node v € V, we say
pa(v) C 'V are the parents of (vertices pointing towards) v. A given size n subset of nodes V' C 'V
corresponds to the ground set and for any v € V, pa(v) = (. A particular “root” node 2€ V \ V
has the distinction that 2 ¢ pa(q) for any ¢ € V. Given a non-ground node v € V \ V, we define
the concave function ¢, : RV — R

o) =00( Y wathul@) + (my, ) @

uepa(v)\V

where ¢, : R; — R, is a non-decreasing univariate concave function, w,, € Ry, m,, : Rpa()NV
Ry is a non-negative linear function that evaluates as (my, =) = >, ¢y Mo (Wz (1)) (e,

(my, x) is a sparse dot-product over elements pa(v)NV C V). The base case, where pa(v) C V there-
fore has ¢, () = ¢y, ({(My, )), 80 1, (1 4) is a SCM function with only one term in the sum (1 4 is the
characteristic vector of set A). A general DSF is defined as follows: forall A C V, f(A) = v,(14)+
m4 (A), where my : V' — R is an arbitrary modular function (i.e., it may include positive and nega-
tive elements). From the perspective of defining a submodular function, there is no loss of generality
by adding the final modular function m 4 to a monotone non-decreasing function — this is because any
submodular function can be expressed as a sum of a monotone non-decreasing submodular function
and a modular function [10]. This form of DSF is more general than the layered approach mentioned
above which, in the current form, would partition V = {V(O), v, L vE )} into layers, and
where for any v € V), pa(v) € V~1, Figure 1-(a) corresponds to a layered graph G = (V,E)
where 7 = v} and V = {09, 03, ..., v3}. Figure 1-(b) uses the same partitioning but where units are
allowed to skip by more than one layer at a time. More generally, we can order the vertices in V with
order o so that {o1,02,...,0,} =V where n = |V|, 0, = 2= vX where m = |V| and where
o; € pa(o;) iff i < j. This allows an arbitrary pattern of skipping while maintaining submodularity.

The layered definition in Equation (1) is reminiscent of feed-forward deep neural networks (DNNs)
owing to its multi-layered architecture. Interestingly, if one restricts the weights of a DNN at every
layer to be non-negative, then for many standard hidden-unit activation functions the DNN constitutes
a submodular function when given Boolean input vectors. The result follows for any activation
function that is monotone non-decreasing concave for non-negative reals, such as the sigmoid, the
hyperbolic tangent, and the rectified linear functions. This suggests that DSFs can be trained in a
fashion similar to DNNSs, as is further developed in Section 5. The recursive definition of DSFs, in
Equation (2) is more general and, moreover, useful for the analysis in Section 4.

DSFs should be useful for many applications in machine learning. First, they retain the advantages
of feature-based functions (i.e., they require neither O(n?) nor access to the entire ground set for
evaluation). Hence, DSFs can be both fast, and useful for streaming applications. Second, they allow
for a nested hierarchy of features, similar to advantages a deep model has over a shallow model. For
example, a one-layer DSF must construct a valuation over a set of objects from a large number of
low-level features which can lead to fewer opportunities for feature sharing while a deeper network
fosters distributed representations, analogous to DNNSs [3, 4]. Below, we show that DSFs constitute
a strictly larger family of submodular functions than SCMs.

4 Analysis of the DSF family

DSFs represent a family that, at the very least, contain the family of SCMs. We argued intuitively that
DSFs might extend SCMs as they allow components themselves to interact, and the interactions may
propagate up a many-layered hierarchy. In this section, we formally place DSF within the context of
more general submodular functions. We show that DSFs strictly generalize SCMs while preserving
many of their attractive attributes. We summarize the results of this section in Figure 2, and that
includes familial relationships amongst other classes of submodular functions (e.g., various matroid
rank functions), useful for our main theorems.



All Submodular Functions
Thanks to concave composition closure rules [6], the root function D
¥,(z) : R™ — Rin Eqn. (2) is a monotone non-decreasing multivari-
ate concave function that, by the concave-submodular composition
rule [20], yields a submodular function ,(1 4). It is widely known
that any univariate concave function composed with non-negative
modular functions yields a submodular function. However, given an
arbitrary multivariate concave function this is not the case. Consider,
for example, any concave function 1/ over R? that offers the follow .
evaluations: 1(0,0) = ¥(1,1) = 1, (0, 1) = ¢(1,0) = 0. Then Figure 2: Containment prop-
F(A) = (1) is not submodular. Given a multivariate concave ©rties of the set of functions
function ¢ : R" — R, the superdifferential 94 (x) at « is defined Studied in this paper.
as: dY(x) = {h € B" : 9(y) — d(x) < (h,y) — (h,x), ¥y € R"}
and a particular supergradient h, is a member h, € Oy(z). If ¢ (z) is differentiable at = then
O (x) = {Vi(x)}. A concave function is said to have an antitone superdifferential if for all z < y
we have that h, > h, for all h, € OY(z) and hy, € OY(y) (here, z < y & z(v) < y(v)Vv).
Apparently, the following result has not been previously reported.

Theorem 4.1. Let vy : R™ — R be a concave function. Then if 1) has an antitone superdifferential,
then the set function f : 2V — R defined as f(A) = 1(14) for all A C V is submodular.

A DSF’s associated concave function has an antitone superdifferential. Concavity is not necessary
in general (e.g., multilinear extensions of submodular functions are not concave but have properties
analogous to an antitone superdifferential, see [5]).

Lemma 4.3. Composition of monotone non-decreasing scalar concave and antitone superdifferential
concave functions, and conic combinations thereof, preserves superdifferential antitonicity.
Corollary 4.3.1. The concave function v, associated with a DSF has an antitone superdifferential.

A matroid M [12] is a set system M = (V,Z) where Z = {Iy, I5,...} is a set of subsets [; C V
that are called independent. A matroid has the property that () € Z, that Z is subclusive (i.e., given
I €T and I’ C I then I’ € T) and that all maximally independent sets have the same size (i.e., given
A, B € T with |A| < |B|, there exists ab € B\ A such that A + b € 7). The rank of a matroid, a
set function 7 : 2V — Z, defined as 7(A) = maxez |I N Al, is a powerful class of submodular
functions. All matroids are uniquely defined by their rank function. All monotone non-decreasing
non-negative rational submodular functions can be represented by grouping and then evaluating
grouped ground elements in a matroid [12].

A particularly useful matroid is the partition matroid, where a partition (V7,Va,...,V;) of V' is
formed, along with a set of capacities k1, ko, ..., k¢ € Z. It’s rank function is defined as: r(X) =
Zle min(|X NV;, k;) and, therefore, is an SCM, owing to the fact that ¢(z) = min({z, 1y, ), k;)
is USC. A cycle matroid is a different type of matroid based on a graph G = (V, E') where the rank
function r(A) for A C FE is defined as the size of the maximum spanning forest (i.e., a spanning tree
for each connected component) in the edge-induced subgraph G4 = (V, A). From the perspective of
matroids, we can consider classes of submodular functions via their rank. If a given type of matroid
cannot represent another kind, their ranks lie in distinct families. To study where DSFs are situated
in the space of all submodular functions, it is useful first to study results regarding matroid rank
functions.

Lemma 4.4. There are partition matroids that are not cycle matroids.

In a laminar matroid, a generalization of a partition matroid, we start with a set V' and a family
F ={F1,F>,...,}of subsets F; C V that is laminar, namely that for all i # j either F; N F; = ()
or I; C Fj or F; C F; (i.e., sets in F are either non-intersecting or comparable). In a laminar
matroid, we also have for every F' € F an associated capacity kr € Z,. A set I is independent
if INF| < kp forall F € F. A laminar family of sets can be organized in a tree, where
there is one root R € F in the tree that, w.l.o.g., can be V itself. Then the immediate parents
pa(F) C F of aset F' € F in the tree are the set of maximal subsets of F' in F, i.e., pa(F) =
{F'e F: F' C Fand AF" € Fs.t. F' C F"" C F}. We then define the following for all F' € F:

re(A)=min( Y rp(ANF)+|A\ ] Flke). (3)
F’epa(F) F’epa(F)
A laminar matroid rank has a recursive definition (A) = rr(A) = ry (A4). Hence, if the family F

forms a partition of V, we have a partition matroid. More interestingly, when compared to Eqn. (2),
we see that a laminar matroid rank function is an instance of a DSF with a tree-structured DAG rather















