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This document contains the following contents:

1. Figure 1 shows the illustration of Network C(1) for generating multi-scale feature map.

2. Figure 2 shows the illustration of Network C(2) for generating message vector.
3. Figure 3 shows the illustration of building pairwise connections.
4. Figure 4 shows the network layer configuration.
5. Figure 5 shows some prediction examples of our method for semantic segmentation.
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Figure 1: Illustration of Network C(1) for generating multi-scale feature map.
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Figure 2: Illustration of Network C(2) for generating message vector.
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Figure 3: Illustration of building pairwise connections. We denote by a the length of the shortest
edge of the feature map. The size of the range box (dash box in the figure) size is 0.4a× 0.4a. For
the surrounding relation, the range box is centered on the node. For the above/below relation, the
bottom edge of the range box is centered on the node.

Block 1:

3 x 3 conv 64
3 x 3 conv 64
2 x 2 pooling

Block 2:

3 x 3 conv 128
3 x 3 conv 128
2 x 2 pooling

Block 3:

3 x 3 conv 256
3 x 3 conv 256
3 x 3 conv 256
2 x 2 pooling

Network C(1)
 (6 convolution blocks)

Fully-conn 512
Fully-conn K (number of classes)

Block 4:

3 x 3 conv 512
3 x 3 conv 512
3 x 3 conv 512
2 x 2 pooling

Block 5:

3 x 3 conv 512
3 x 3 conv 512
3 x 3 conv 512
2 x 2 pooling

Block 6:

7 x 7 conv 4096
3 x 3 conv 512
3 x 3 conv 512

Network C(2)
(2 fully-connected layers)

Figure 4: Network layer configuration. The top 5 convolution blocks share the same configuration
as the convolution blocks in the VGG-16 network. The stride of the last max pooling layer is 1, and
for other max pooling layers we use the same stride setting as that of the VGG-16 network.
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Figure 5: Some prediction examples of our method.
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