Appendix A

Newton’s method for finding a MAP estimate

We obtain the MAP estimate w; by maximizing the log-conditional posterior

®(wy) := log p(Dlwy, ML) — twl Cylwy + c. (1)
The derivative expressions of ®(w;) with respect to w; are given by

g ®(wy) = Fo-L(w;)—Cylwy, )
20(w) = —Hi -G, 3)

where £(w;) = log p(D|wy, M), and H; = —(,}%E(kt). We decompose H; into three parts,

"o 12 2 1
H, = MZM., where Z = —diag |Y99 —9) =99 } : 4)
)

and g = g(M’ky), g’ = ﬁ7 g' = ﬁ. The multiplication and division in eq.are element by
element operations.

Newton’s method iterates the following:

2 —
Wi = w2 ()] 5 2w,

= wi+ (H +Cy) (52 L(wi) — Oyt wy),

= (WWT +Ca")  (Hew: + 52 L(w)), where Hy = M. ZM, = WWT, W = M." 7

= Cw({I+ WWTC’W)*l(Htwt + aiwtﬁ(wt)),
Cltwmey = (I4+WWTCy) b, whereb= Hyw, + aiw,ﬁ(wt)
Wi = (g a, where a= (I+WWTC,)™'b

here, we save a to avoid inverting Cy, in evidence optimization. During iterations, we check if the
objective, ®(wy) is increasing. If not, we decrease the step size.

Using the notations above, the conditional log-evidence is,
logp(Dwtval?v’%kz”Wt:Wt ~ logp(Dh;vtaM:/v) - %VAV,tTa_ %log‘CWHt—’_IL

Appendix B

Conditional posterior for k, and evidence for 6, given (b, k;)

The conditional evidence for 6, given (b, k) is

p(D]0y, b, ki) o /Poiss(y\g(Mth +b1))N (k; |0, A ® Oy )dk, (5)
The integrand is proportional to the conditional posterior over k, given (b, k;), which we approxi-
mate to a Gaussian distribution via Laplace approximation

p(km|9z,b7kt,p) ~ N(f(razz)v (6)

where k, is the conditional MAP estimate of k, obtained by numerically maximizing the log-
conditional posterior for k,,
log p(ks |0, bk, D) =y " log(g(Miky +b1)) — g(Miks +01) — ko' (A7 @ Co) ke e,
and 3, is the covariance of the conditional posterior obtained by the second derivative of the log-
conditional posterior around its mode ¥ ' = H,+(A; '®C, )", where the Hessian of the negative

log-likelihood is denoted by H,, = —% log p(D|ky, My).

Under the Gaussian posterior, the log conditional evidence at k, = k, is simply
logp(D|0z, b, ki)l .~ logp(Dlks, M;) — kI (A7 @ Cr) ke — S log |51 (A7 @ Cy),

which we maximize to set 6.
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