
Appendix A: Proof of Theorem 1

First, we prove the claim for the condition(a). Let us divide the interval[θL, θU] into finite number
of segments so that, within each segment, the weight vectorw(θ) := (w1(θ), . . . , wn(θ))

⊤ ∈ [0, 1]n

changes linearly withθ, and denote the breakpoints of those segments asθL = θ0 < θ1 < . . . <
θs < . . . < θS = θU, whereS is the number of those segments.

Then, consider a segment defined onθ ∈ [θs, θs+1], s ∈ {0, . . . , S − 1}, and denote the weight
vectors atθs andθs+1 asw(θs) andw(θs+1), respectively. The problem of computing the solution
path within this segment is written as the following parametric optimization problem

β̃µ ← argmin
β̃

∑
i∈Nn

((1− µ)wi(θs) + µwi(θs+1))ℓ(1−µ)θs+µθs+1
(r(yi, β̃

⊤x̃i)) + γβ⊤D−1β

(10)

for µ ∈ [0, 1].

Since the loss functionℓθ does not depend onθ and is convex piecewise-linear inr, we can writeℓθ
as

ℓθ(r(yi, β̃
⊤x̃i)) =

∑
h∈NH

max{ϕih + ψih · r(yi, β̃⊤x̃i)},

whereϕih, ψih ∈ R, (i, h) ∈ Nn×NH are constants, andH is the number of pieces of the piecewise-
linear loss functionℓθ (see, for example, section 4.3.1 of [22]).

Using slack variablesξ = (ξ1, . . . , ξn) ∈ Rn, the parametric programming problem in (10) is
rewritten as

{β̃µ, ξµ} ← argmin
β̃,ξ

((1− µ)w(θs) + µw(θs+1))
⊤ξ + γβ⊤D−1β

s.t. ξi ≥ ϕih + ψih · r(yi, β̃⊤x̃i) for all (i, h) ∈ Nn × NH (11)

with respect toµ ∈ [0, 1]. The problem (11) belongs to the class ofparametric QP(note that, when
µ is fixed, the problem (11) is quadratic program with respect toβ̃ andξ, which has a quadratic
objective function and a set of linear constraints.). As shown, for example, in [6, 9], a parametric
quadratic program which contains the parameter (µ) in the linear term of the quadratic objective
function are shown to have a solution path in piecewise-linear form.

Similarly for the condition(b), we consider a segment defined onθ ∈ [θt, θs+1], s ∈ {0, . . . , S−1},
in which the weight vectorw(θ) is constant (and thus omitted hereafter). Using slack variablesξih
for i ∈ Nn andh ∈ NH

min
β̃

∑
i∈Nn

∑
h∈NH

max{(ah + bh · r(yi, β̃⊤x̃i))(ch + dhθ), 0}+ γβ⊤D−1β

⇔ min
β̃

∑
h∈NH

(ch + dhθ)
∑
i∈Nn

max{(ah + bh · r(yi, β̃⊤x̃i)), 0}+ γβ⊤D−1β

⇔ min
β̃,ξ

∑
h∈NH

(ch + dhθ)
∑
i∈Nn

ξih + γβ⊤D−1β

s.t. ξih ≥ ah + bh · r(yi, β̃⊤x̃i), ξih ≥ 0 ∀ (i, h) ∈ Nn × NH .

The parametric programming problem in Theorem 1(b) is thus written as

{β̃θ, ξθ} ← min
β̃,ξ

∑
h∈NH

(ch + dhθ)
∑
i∈Nn

ξih + γβ⊤D−1β

s.t. ξih ≥ ah + bh · r(yi, β̃⊤x̃i), ξih ≥ 0 ∀ (i, h) ∈ Nn × NH

for θ ∈ [θs, θs+1], and it also belongs to parametric QP, meaning that the optimal solution path is
shown to be piecewise linear inθ. □
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