Appendix

Derivation of Laplace Approximation

We approximated the posterior as a Gaussian distribution by the Laplace approximation, i.e.,
p(fIr, 0)|t=tap = N (f|fmap, A). Here, fiap is the maximum of the log-posterior in eq.(5) and
A is defined by
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where o and ./ are Hadamard multiplication and division respectively.

When K is ill-conditioned

We find the SVD of K to select the eigenvectors corresponding to eigenvalues that are greater than
some threshold. Assume each column of an orthogonal matrix B is the eigenvectors we will keep,
and project f, K, pu¢ onto the lower dimensional space by w = BTf, K, = BTKB, Kep, = BT .

The log-posterior in the lower dimensional space is given by:

1
log p(w|r,8) = r’ log(g(Bw)) — 17 g(Bw) — i(w - ufp)TKp_l(w — pg,) + const (D

Wmap 18 the maximum of eq.(2). Assuming g(x) = log(1 + exp(z)), Aw in the lower dimensional
space is given by
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