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Abstract

Many techniques for model selection in the field of neural networks
correspond to well established statistical methods. The method
of ‘stopped training’, on the other hand, in which an oversized
network is trained until the error on a further validation set of ex-
amples deteriorates, then training is stopped, is a true innovation,
since model selection doesn’t require convergence of the training
process.

In this paper we show that this performance can be significantly
enhanced by extending the ‘nonconvergent model selection method’
of stopped training to include dynamic topology modifications
(dynamic weight pruning) and modified complexity penalty term
methods in which the weighting of the penalty term is adjusted
during the training process.

1 INTRODUCTION

One of the central topics in the field of neural networks is that of model selection.
Both the theoretical and practical side of this have been intensively investigated and
a vast array of methods have been suggested to perform this task. A widely used
class of techniques starts by choosing an ‘oversized’ network architecture then either
removing redundant elements based on some measure of saliency (pruning), adding a
further term to the cost function penalizing complexity (penalty terms), and finally,
observing the error on a further validation set of examples, then stopping training
as soon as this performance begins to deteriorate (stopped training). The first
two methods can be viewed as variations of long established statistical techniques
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corresponding in the case of pruning to specification searches, and with respect to
penalty terms as regularization or biased regression.

The method of stopped training, on the other hand, seems to be one of the true
innovations to come out of neural network research. Here, the model chosen doesn’t
require the training process to converge, rather, the training process is used to per-
form a directed search of weight space to find a model with superior generalization
performance. Recent theoretical ([B,C,91], [F,91], [F,Z,91]) and empirical results
([H,F,Z,92], [W,R,H,90]) have provided strong evidence for the efficiency of stopped
training. In this paper we will show that generalization performance can be fur-
ther enhanced by expanding the ‘nonconvergent method’ of stopped training to
include dynamic topology modifications (dynamic pruning) and modified complex-
ity penalty term methods in which the weighting of the penalty term is adjusted
during the training process. Here, the empirical results are based on an extensive se-
quence of simulation examples designed to reduce the effects of domain dependence
on the performance comparisons.

2 CLASSICAL MODEL SELECTION

Classical model selection methods are generally divided into a number of steps
that are performed independently. The first step consists of choosing a network
architecture, then either an objective function (possibly including a penalty term)
is chosen directly, or in a Bayesian setting, prior distributions on the elements of
the data generating process (noise, weights in the model, regularizers, etc.) are
specified from which an objective function is derived. Next, using the specified
objective function, the training process is started and continued until a convergence
criterion is fulfilled. The resulting parametrization of the given architecture is then
placed in a ‘pool’ from which a final model will be selected.

The next step can consist of a modification of the network architecture (for exam-
ple by pruning weights/hidden-neurons/input-neurons), or of the penalty term (for
example by changing its weighting in' the objective function) or of the Bayesian
prior distributions. The last two modifications then result in a modification of
the objective function. This establishes a new framework for the training process
which is then restarted and continued until convergence, producing another model
for the pool. This process is iterated until the model builder is satisfied that the
pool contains a reasonable diversity of candidate models, which are then compared
with one another using some estimator of generalization ability, (for example, the
performance on a validation set).

Stopped training, on the other hand, has a fundamentally different character. Al-
though the choice of framework remains the same, the essential innovation consists
of considering every parametrization of a given architecture as a potential model.
This contrasts with classical methods in which only those parametrizations corre-
sponding to minima of the objective function are taken into consideration for the
model pool.

Under the weight of accumulated empirical evidence (see [W,R,H,90], [H,F,Z,92])
theorists have begun to investigate the properties of this technique and have been
able to show that stopped training has the same sort of regularization effect (i.e.
reduction of model variance at the cost of bias) that penalty terms provide (see
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