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1 Broad Impact

In order to study the vulnerabilities of machine learning models to malicious data update requests
during the unlearning process, we in this paper design the static and sequential selective forgetting
attack frameworks, which are different from traditional evasion and data poisoning attacks. Our
work shows that machine learning models are highly vulnerable to our proposed selective forgetting
attacks, thereby introducing a novel form of security threat. We believe that studying malicious
selective forgetting attacks (that happen during the unlearning process) has a great impact on the
field of computer security and has wide-ranging implications for privacy protection, AI security,
policy development, and user trust. Our research contributes to the ongoing enhancement of security
measures, fostering innovation, and ensuring the integrity and resilience of the unlearning systems in
different real-world applications.

2 Limitations and Future Work

We view our proposed selective forgetting attacks as an initial step towards understanding the
vulnerabilities and robustness of machine learning models to malicious data update requests during
the unlearning process. In the future, we will extend our research by applying our proposed selective
forgetting attacks to a broader range of machine learning models, diverse selective forgetting methods,
and larger datasets. Additionally, we want to emphasize that unscrupulous individuals may adopt our
methods to undermine real-world applications, which inevitably raises new concerns about AI safety.
Therefore, in the future, we will develop the robust unlearning systems to defend malicious selective
forgetting attacks.

3 Experiments for Fairness-aware Selective Forgetting Attacks

Note that in the main manuscript, we provide a toy example to illustrate the impact of malicious
data update requests on fairness using the COMPAS [16] dataset. We consider race (black/white) as
the sensitive feature and randomly unlearn varying percentages of samples from the minority group
(white). We measure the fairness gap using two well-known metrics, Demographic Parity [9] and
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Table 1: Fairness gap with static forgetting attacks on COMPAS.

Evaluation metric Percentage of unlearning samples

4% 12% 20%

Demographic Parity 0.28± 0.01 0.30± 0.01 0.31± 0.02
Equalized Odds 0.39± 0.02 0.42± 0.02 0.42± 0.03

Equalized Odds [12]. Demographic Parity measures equality in the rate of positive predictions, and
the fairness gap is defined as follows

|Pr(ŷ = 1|S = 1)− Pr(ŷ = 1|S = 0)|, (1)

where ŷ = {0, 1} is a binary prediction, and S ∈ {0, 1} is the binary sensitive feature. Equalized
Odds requires that the protected feature and predicted outcome be conditionally independent given
the true label, and the fairness gap is defined as

max
y∈{0,1}

|Pr(ŷ ̸= y|S = 0, Y = y)− Pr(ŷ ̸= y|S = 1, Y = y)|, (2)

where Y is the true label. These two fairness metrics enable us to quantitatively evaluate the impact
of fairness on the COMPAS dataset.

In the main manuscript, we degrade the fairness by randomly removing training samples from the
minority group. Here, we explore the application of our proposed static selective forgetting attacks to
target fairness. Similarly, we introduce indication parameters for training samples in the minority
group, which indicate whether the samples should be removed based on the impact of a fairness
loss. To define the fairness loss, [26] proposes a loss function for fair classification that includes a
constraint involving the covariance between the sensitive features {z}Ni=1 and the signed distance
from feature vectors to the decision boundary {dθ(xi)}Ni=1, formalized as

Cov(z, dθ(x)) ≈
1

N

N∑
i=1

(zi − z̄)dθ(xi), (3)

where z̄ represents the mean value of the sensitive attribute. By leveraging this formulation, we can
maximize the fairness loss using the selective forgetting attack strategy.

In Table 1, we unlearn different percentages of training samples from the COMPAS dataset. The
unlearning samples are selected from the minority group according to the impact of the fairness loss.
We train a logistic regression model on the COMPAS dataset with 100 epochs and a learning rate
of 0.01. The initial Demographic Parity is at 0.22, and the initial Equalized Odds is at 0.34. As
demonstrated in the table, the fairness gap widens as we unlearn different percentages of samples
from the minority group. Notably, by optimizing the fairness loss and assigning importance scores,
we achieve a fairness gap of 0.28 for Equalized Odds and 0.39 for Equalized Odds when unlearning
4% of the samples. This implies that our selective forgetting attacks can also be applied to desired
attack goals such as fairness.

4 Algorithms for Static Selective Forgetting Attacks

Algorithm 1 for selective forgetting attacks in the second-order unlearning case. Note that in the
main manuscript, we take the second-order unlearning strategy proposed in [25] as an illustrative
example to introduce our proposed selective forgetting attacks. Algorithm 1 illustrates the proce-
dure to solve the proposed optimization framework using the second-order [25] strategy described
in the manuscript. In this algorithm, we adopt the f6 function from [6] as our adversarial loss
Ladv(·; θu(Df )) in Eqn. (1) of the main manuscript, and consider the setting where the adversary
wants to generate malicious update requests to attack the targeted test samples {xs}Ss=1 and force the
targeted test sample xs to be assigned as the attack targeted label ȳs. Below, we give our adversarial
loss in detail

Ladv(·; θu(Df )) = max(max
c̸=ȳs

f cD\Df
(xs; θ

u)− f ȳs

D\Df
(xs; θ

u),−β), (4)
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where xs denotes the targeted test sample, ȳs denotes the attack targeted label, f cD\Df
(·; θu) represents

the logit output of the unlearned model θu, and max(·,−β) corresponds the hinge loss. In the above,
the adversarial loss enforces the actual prediction of the targeted test sample xs that aligns with the
attack targeted label ȳs. In Algorithm 1, we first initialize the indication parameters from random
distributions. In each optimization step, we update the unlearned model with the indication parameters
of the targeted samples, the gradients difference between the targeted samples and their unlearned
versions, and the inverse Hessian matrix as defined in Eqn. (3) of the main manuscript. After that,
we compute the adversarial loss for all the targeted test samples using Eqn. (4) and the gradients of
the adversary loss with respect to the indication parameters. Finally, we perform one-step gradient
descent using Adam optimizer [14] and further clip the updated indication parameters to be within
the range of 0 to 1.

Algorithm 1 Selective forgetting attacks in the second-order unlearning case
Input: Well-trained model θ∗, training dataset D, target data {xs}Ss=1, attack targeted label ȳs,
targeted training data points Z = {zp}Pp=1 and Z̃ = {z̃p}Pp=1, optimization steps O
Output: Ω = {ωp}Pp=1

1: Randomly initialize Ω = {ωp}Pp=1
2: for o = 1, . . . , O optimization steps do
3: Update the unlearned model θu with Ω, ∆(Z, Z̃), and inverse Hessian matrix in Eqn. (3) of

the main manuscript
4: Compute adversarial loss L =

∑S
s=1 Ladv(xs, ȳs; θ

u)
5: Compute∇ΩL
6: Update Ω using Adam and project onto [0, 1] bound
7: end for

Selective forgetting attacks in SISA [4]. Here, we talk about our proposed selective forgetting
attacks in SISA [4]. Note that in SISA, the original training dataset D is randomly partitioned into M
disjoint shards (i.e., {Dm}Mm=1). For the m-th shard, we can train a shard model θ∗m by using Dm,
where θ∗m are the obtained model parameters. After that, the final prediction results are obtained from
the aggregation of the M submodels (i.e., {θ∗m}Mm=1). Upon receiving an unlearning request, the
model holder only needs to retrain the corresponding shard model. Following the same notations in
the main manuscript, we here use Dt = {(xp, yp)}Pp=1 ⊂ D to denote the targeted training samples,
which is accessible to the adversary. Based on the above, we change the constraint in Eqn. (2) of the
main manuscript into

θum = argmin
θ

∑
xp∈Dm,xp∈Dt

(1− ωp) ∗ ℓ(xp, yp; θ) +
∑

xp′∈Dm,xp′ ̸∈Dt

ℓ(xp′ , yp′ ; θ), (5)

where ωp ∈ {0, 1}, and ℓ is a training loss (e.g., cross-entropy). Note that ωp = 1 is equivalent to an
entire removal of xp from the training set. That is to say, its loss influence is zero since (1− ωp) = 0.
However, it is very difficult to solve the above formulated optimization problem due to the introduced
discrete indication parameters (i.e., {ωp}Pp=1) of the constraint in Eqn. (5). To address this challenge,
we propose to relax each discrete variable into a continuous one of range [0, 1], i.e., ωp ∈ [0, 1], and
then rewrite the loss in Eqn. (5) as

θum = argmin
θ

∑
xp∈Dm,xp∈Dt

1

2
(1− sgn(2 ∗ ωp − 1)) ∗ ℓ(xi, yi; θ) +

∑
xp′∈Dm,xp′ ̸∈Dt

ℓ(xp′ , yp′ ; θ),

(6)

where ωp is relaxed into a continuous one of range [0, 1], i.e., ωp ∈ [0, 1]. In the above, we rewrite
(1−ωp) as 1

2 (1− sgn(2∗ωp−1)). Note that if ωp ≥ 0.5, we will wholly delete sample xp, otherwise
not. Based on the above, we can approximate the objective in Eqn. (6) by the following one

θum = argmin
θ

∑
xp∈Dm,xp∈Dt

(1− 1

1 + exp(−φ(2 ∗ ωp − 1))
)

∗ ℓ(xi, yi; θ) +
∑

xp′∈Dm,xp′ ̸∈Dt

ℓ(xp′ , yp′ ; θ). (7)
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Based on the fact that function h1(x) = 1
2 (1− sgn(x)) can be approximated by function h2(x) =

1− 1
1+exp(−φx) , we can obtain the above equation. The parameter φ in h1 represents the steepness of

the curve. Additionally, the continuous property of h1 allows us to solve the formulated optimization
based on the above objective in Eqn. (7). In Algorithm 2, we give the procedure for solving
the proposed static selective forgetting attack framework using SISA [4]. For simplicity, we use
ξ(Dm, Dt, {ωp}Pp=1; θ̃) to denote the model update in Eqn. (7).

Algorithm 2 Selective forgetting attacks in the SISA unlearning case
Input: Training dataset D, target data {xs}Ss=1, attack targeted label ȳs, targeted training data points
Dt, number of shards M , learning rate η, training epochs E, optimization steps O
Output: {Ωm}Mm=1

1: for m = 1, . . . , ⌈M/2⌉+ 1 shards do
2: Randomly initialize Ωm = {ωp}Pp=1

3: Initialize K surrogate models and pre-train θkm for ⌊kE/K⌋ epochs on shard data Dm

4: for o = 1, . . . , O optimization steps do
5: for k = 1, · · · ,K models do
6: Copy θ̃ = θkm
7: Optimize θ̃ = θ̃ − η∇θ̃ξ(Dm, Dt, {ωp}Pp=1; θ̃)

8: Compute adversarial loss Lk =
∑S

s=1 Ladv(xs, ȳs; θ̃)
9: end for

10: Average adversarial loss L =
∑K

k=1 Lk/K
11: Compute∇Ωm

L
12: Update Ωm using Adam and project onto [0, 1] bound
13: end for
14: end for

Selective forgetting attacks in the first-order unlearning case. Next, we introduce our proposed
malicious selective forgetting attacks against machine learning models in the first-order unlearning
case proposed in [25]. The first-order update strategy uses a first-order Taylor Series to change the
original model’s parameters to obtain the unlearned model [25]. For Dt = Z = {zp}Pp=1 ⊂ D, we
use D̃t = Z̃ = {z̃p}Pp=1 to denote its corresponding unlearned versions, where z̃p = (xp − ξp, yp)
and ξp is the unlearning modification for xp. Following [25], we calculate the change ∆(Z, Z̃) by
calculating all the gradients difference between Z and Z̃ as ∆(Z, Z̃) = (

∑
z̃p∈Z̃ ωp ∗ ∇θℓ(z̃p; θ

∗)−∑
zp∈Z ωp ∗∇θℓ(zp; θ

∗)), where ωp ∈ {0, 1} denotes whether zp should be completely erased. Then,
we can obtain the unlearned model as follows

θu ← θ∗ − τ [
P∑

p=1

ωp ∗ (∇θℓ(z̃p; θ
∗)−∇θℓ(zp; θ

∗))], (8)

where ωp ∈ {0, 1} denotes whether zp should be completely erased. Note that it is very difficult
to optimize the effective update requests due to the introduced discrete indication parameters (i.e.,
Ω = {ωp ∈ {0, 1}}Pp=1) of the constraint in Eqn. (2) of the main manuscript. To address the
aforementioned challenge, we propose to relax each discrete variable ωp into a continuous one of
range [0, 1], i.e., ωp ∈ [0, 1], and then approximate the original update objective for this first-order
strategy by the following one

θu ← θ∗ − τ [
P∑

p=1

(
1

1 + exp(−φ(2 ∗ ωp − 1))
) ∗ (∇θℓ(z̃p; θ

∗)−∇θℓ(zp; θ
∗))], (9)

where ℓ is a training loss, τ is a small unlearning rate, and ωp ∈ [0, 1]. Here, we rewrite ωp as
1
2 (1+ sgn(2 ∗ωp− 1)). Based on the fact that function h1(x) = 1

2 (1− sgn(x)) can be approximated
by function h2(x) = 1 − 1

1+exp(−φx) , we can obtain the above equation. The parameter φ in h2
represents the steepness of the curve. Additionally, the continuous property of h2 allows us to solve
the formulated optimization to perform selective forgetting attacks via the first-order unlearning
strategy in [25]. Note that from Section IV in [25], we can know that if Z̃ = ∅, the adversary has the
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option to completely remove the targeted sample or retain it, based on whether ωp ≥ 0.5 or ωp < 0.5.
When Z̃ ̸= ∅, the adversary can intentionally and maliciously modify the targeted training samples
via partially unlearning some data information based on Eqn. (9). Algorithm 3 sketches the procedure
to solve the optimization of static selective forgetting attacks in the first-order case [25].

Algorithm 3 Selective forgetting attacks in the first-order unlearning case
Input: Well-trained model θ∗, training dataset D, target data {xs}Ss=1, attack targeted label ȳs,
targeted training data points Z = {zp}Pp=1 and Z̃ = {z̃p}Pp=1, unlearning rate τ , the number of
optimization steps O
Output: Ω = {ωp}Pp=1

1: Randomly initialize Ω = {ωp}Pp=1
2: for o = 1, . . . , O optimization steps do
3: Update the unlearned model θu with Ω, ∆(Z, Z̃), and τ in Eqn. (9)
4: Compute adversarial loss L =

∑S
s=1 Ladv(xs, ȳs; θ

u)
5: Compute∇ΩL
6: Update Ω using Adam and project onto [0, 1] bound
7: end for

5 Proof of Theorem 1

Definition 1 (Strongly convexity). A function ψ : Rd3 → Rd4 is said to be M -strongly convex
for some M ≥ 0 if for any z1 ∈ Rd3 , z2 ∈ Rd3 , and any q ∈ (0, 1), ψ(qz1 + (1 − q)z2) ≤
qψ(z1) + (1 − q)ψ(z1) − M

2 q(1 − q)||z1 − z2||
2
2. Note that if the above condition is satisfied for

M = 0, we refer to the function ψ as convex.
Definition 2 (Lipschitzness continuity). A general function ψ : Rd3 → Rd4 is L-globally Lipschitz
continuous if for all z1 ∈ Rd3 , z2 ∈ Rd3 , ||ψ(z1)− ψ(z2)|| ≤ L||z1 − z2||2.
Theorem 1. Let θ∗D = argminθ∈Θ ℓD(θ) for any given dataset D. Suppose that the loss function
ℓz is L-globally Lipschitz continuous and M -strongly convex for any z ∈ Z . For any integer N ,
dataset D of size N , and forget set Df , we can have that ||θ∗D − θ∗D\Df

||2 ≤ 2L
MN |Df |, where |Df |

represents the size of the forget set.

Proof. First, recall the definition of M -strong convexity: for any θ1, θ2 ∈ Θ, and any q ∈ (0, 1),

ℓ(qθ1 + (1− q)θ2) ≤ qℓ(θ1) + (1− q)ℓ(θ1)−
M

2
q(1− q)||θ1 − θ2||22. (10)

We use θ∗ to denote the minimizer of ℓ. Now fix some z ∈ Z . We have that for any q ∈ (0, 1),

ℓ(θ∗) ≤ ℓ(qθ + (1− q)θ∗) ≤ qℓ(θ) + (1− q)ℓ(θ∗)− M

2
q(1− q)||θ − θ∗||22, (11)

where the first inequality follows because θ∗ is the minimizer of ℓ, and the second is due to M -strong
convexity of ℓ. Based on the above equation, we can obtain the following

[ℓ(θ∗)− (1− q)ℓ(θ∗) + M

2
q(1− q)||θ − θ∗||22] ≤ qℓ(θ), (12)

=⇒ M

2
(1− q)||θ − θ∗||22 ≤ ℓ(θ)− ℓ(θ∗),

where q ∈ (0, 1). Then, we can have

sup
q∈(0,1)

M

2
(1− q)||θ − θ∗||22 ≤ ℓ(θ)− ℓ(θ∗), (13)

=⇒ M

2
||θ − θ∗||22 + ℓ(θ∗) ≤ ℓ(θ),

where θ∗ is the minimizer of ℓ. For the dataset D = {zi}Ni=1 that is of size N , we use Df = {z̃i}
|Df |
i=1

to denote the forget set, where Df ≥ 1. Next we discuss the case where |Df | = 1. We can easily see
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that if z̃1 /∈ D, then the equation immediately follows. Below, we discuss the case where z̃1 ∈ D. In
this case, given D and Df , we can obtain the reminding dataset Dr = D \Df . Then we can derive
the following

ℓD(θ∗Dr
) =

N − 1

N
ℓDr

(θ∗Dr
) +

1

N
ℓz(θ

∗
Dr

) ≤ N − 1

N
ℓDr

(θ∗Dr
) +

1

N
ℓz(θ

∗
Dr

), (14)

where the above inequality is derived based on the optimality of θ∗Dr
for Dr = D \Df . Based on the

above, we can obtain the following
N − 1

N
ℓDr

(θ∗Dr
) +

1

N
ℓz(θ

∗
Dr

)

= ℓD(θ∗D) +
1

N
ℓz(θ

∗
Dr

)− 1

N
ℓz(θ

∗
D) (15)

≤ ℓD(θ∗D) +
L

N
||θ∗Dr

− θ∗D||2,

where Dr = D \Df . In the above, the inequality follows by L-Lipschitzness of ℓz . Note that ℓD is
M -strongly convex, based on the above, we can derive

ℓD(θ∗Dr
) ≥ ℓD(θ∗D) +

M

2
||θ∗D − θ∗Dr

||22. (16)

Combining Eqn. (15) and (16), we can complete the proof for the case when we want to delete
Df (that is of size 1) from dataset D. Next, we discuss the case where the size of Df = {z̃i}

|Df |
i=1

exceeds one (i.e., Df > 1). Here we use Dt
f = {z̃i}ti=1 to denote a subset of Df . When t = 1,

we in the above prove that ||θ∗D − θ∗D\Dt
f
||2 ≤ 2L

MN , where Dt
f = {z̃i}i=1. Then, we can obtain

||θ∗
D\Dt−1

f

− θ∗D\Dt
f
||2 ≤ 2L

MN , where Dt−1
f and Dt

f are adjacent datasets that differ by only one

sample. Based on the above, we have the following

||θ∗D − θ∗D\Df
||2 ≤

2L

MN
|Df |, (17)

where |Df | denotes the size of the forget set, and N is the size of the training dataset.

Therefore, we complete the proof.

6 Discussions on the Transition Functions

Note that in Section 3.2 of the main manuscript, we consider the modification step where ot corre-
sponds to the action “Modify” to talk about how to calculate the state transition function. Below, we
give the computation of the state transition function in other cases where we have the “Add” and
“Delete” update requests.

First, we consider the “Add” case, where the update instruction ot corresponds to the action “Add”.
In this case, the transition function can be derived as

T (st+1|st, at) = T (ut+1, θt+1|ut, θt, at)
= P (ut+1|ut, θt, at)Pr(θt+1 = g(ut, θt, at))

= P (ut+1|ut, θt, at)Pr(θt+1 = g′(ũt, θt)) = P (ut+1|ut, θt, at)Pr(θt+1 = RA(Dt−1,

θt, ũt)) = P (ut+1|ut, θt, at) = P (ut+1). (18)

Note that given the attack action at, we can obtain ũt = (ot, ∅, z̃newt = (znewt + at)).

Then, we present the derivation of the transition function for the “Delete”, where the update instruction
ot corresponds to the action “Delete” for the t-th time step. Here, we can calculate the transition
function as follows

T (st+1|st, at) = T (ut+1, θt+1|ut, θt, at)
= P (ut+1|ut, θt, at)Pr(θt+1 = g(ut, θt, at))

= P (ut+1|ut, θt, at)Pr(θt+1 = g′(ũt, θt)) = P (ut+1|ut, θt, at)Pr(θt+1 = RA(Dt−1,

θt, ũt)) = P (ut+1|ut, θt, at) = P (ut+1). (19)

Recall that given the attack action at, we can obtain ũt = (ot, z
tra
t , z̃newt = (ztrat + at)).
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7 Algorithm for Sequential Selective Forgetting Attacks

Algorithm 4 Training adversarial policy
Input: Update sequence U , total attack times N , time step T , training episode E
Output: Adversarial policy Φadv

1: Initialize network parameters for policy Φadv

2: for e = 0, · · · , E episode do
3: attack_times = 0
4: for t = 0, . . . , T time steps do
5: ut = Ut = (ot, z

tra
t , znewt )

6: (pt, a
′
t) = Φadv(st)

7: if pt ≥ 0.5 and attack_times < N then
8: if ot == “Add” then
9: ũt = (ot, z

tra
t = ∅, z̃newt = znewt + a′t)

10: else if ot == “Modify” then
11: ũt = (ot, z

tra
t , z̃newt = znewt + a′t)

12: else
13: ũt = (õt = “Modify”, ztrat , z̃newt = ztrat + a′t)
14: end if
15: attack_times = attack_times+ 1
16: Perform ũt and receive reward rt and st+1

17: else
18: Perform ut and receive reward rt and st+1

19: end if
20: end for
21: Train policy Φadv and update network parameters
22: end for

Algorithm 4 describes the training procedure for the adversary policy. The adversary first initializes
the network parameters of this policy sampled from random distributions. During each step of an
episode, the adversary obtains an attack strategy (pt, a

′
t) from the adversarial policy. If pt ≥ 0.5, the

adversary designates step t as the critical point and introduces perturbations to mislead the model
owner into triggering action a′t and modifying the corresponding attacked update request. Otherwise,
the adversary does not attack the current time step and proceeds with the original update request.
The adversary then receives a reward and obtains the next state information from the environment.
Subsequently, these data are used to train the adversarial policy (e.g., using deep deterministic policy
gradient (DDPG) [18]) and update the network parameters.

8 Proof of Theorem 2

Theorem 2. Let Φ∗
M and Φ∗

M̂ be the optimal policies forM and M̂ respectively, with the same
initial state distribution µ0. We assume that the 1-Wasserstein distance between the estimated
distributions P̂ and the true distribution P satisfies W1

(
P̂ , P

)
≤ υ. Additionally, we assume the

loss function ℓ : S×Z → R exhibits Lipschitz continuity with respect to both s and z, with a constant
L1, and Lipschitz smoothness with respect to z, with a constant L2. Moreover, we assume the loss
function to possess strong convexity, strong smoothness, and twice continuous differentiability with
respect to s. Let JM(ΦM) be the cost in Eqn. 5. Then there exist two constants Ψ and Ω such that:∣∣JM (Φ∗

M)− JM
(
Φ∗

M̂

)∣∣ ≤ υΩ(L1(L2ζ + 2) + ΨL2ζ), (20)

where ζ is a constant related with updating the model.

Proof. We use W1

(
P̂ , P

)
to denote the 1-Wassertein distance to measure the distance between the

estimated distributions P̂ and the true distribution P . Then the transition distributions are T̂ and
T respectively. Let Ol be the expected return when Φ∗

M is applied to M̂ for the first l steps, then
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switched toM for l to H − 1 [17]. That is,

Ol = E
at∼Φ∗

M(st)
t<l:st+1∼T̂(st,at)

[
H−1∑
t=0

R
(
st, at

)]
(21)

t ≥ l : st+1 ∼ T
(
st, at

)
. (22)

Based on the above definition of Ol, we have that JM (Φ∗
M) = O0 and JM̂ (Φ∗

M) = OH , which
implies that JM (Φ∗

M)−JM̂ (Φ∗
M) =

∑H−1
l=0 (Ol −Ol+1). In the above, without loss of generality,

we first assume the time step is H , and half of them are non-attack steps. Moreover, we adopt the
attack-pair setting, wherein two update requests are received simultaneously during each time step.
In this setting, the attack is conducted on the second request (k = 2), while the first request
(k = 1) is processed in the non-attack mode. Note that our result here can be easily generalized
to other settings. We denote the optimal value function for Φ∗

M and Φ∗
M̂ at time l as V ∗

M,l(s) and
V ∗
M̂,l

(s). We then assume V ∗
M,l(s) and V ∗

M̂,l
(s) are Lipschitz continuous with Ψ. Additionally,

we assume the loss function ℓ : S × Z → R exhibits Lipschitz continuity with respect to both
s and z, with a constant L1 and Lipschitz smoothness with respect to z, with a constant L2. We
also assume the loss function to possess strong convexity, strong smoothness, and twice continuous
differentiability with respect to s. We define ℓk(s) := Ezk∼P [ℓ (s, zk)] , ℓ

′
k(s) := Ezk∼P̂ [ℓ (s, zk)],

and G∗
M̂,l

(
sl, al

)
:= Esl+1∼T (sl,al)

[
V ∗
M,l

(
sl+1

)]
− Esl+1∼T̂ (sl,al)

[
V ∗
M,l

(
sl+1

)]
. Based on the

above, we can derive the following

JM (Φ∗
M)− JM̂ (Φ∗

M) =

H−1∑
l=0

(Ol −Ol+1) (23)

=

H−1∑
l=0

Esl,al∼T̂ ,Φ∗
M

(
Esl+1∼T (sl,al)

[
1

2

2∑
k=1

(
ℓk
(
sl+1

)
− ℓk

(
sl
))]

(24)

−Esl+1∼T̂ (sl,al)

[
1

2

2∑
k=1

ℓ′k
(
sl+1

)
− ℓ′k

(
sl
))])

+

H−1∑
l=0

Esl,al∼T̂ ,Φ∗
M

[
G∗

M̂,l

(
sl, al

)]
(25)

≤ HΨW1

(
T (· | s, a), T̂ (· | s, a)

)
+
H

2

2∑
k=1

∣∣∣Ezk∼P̂ ℓk (s, zk)− Ezk∼P ℓk (s, zk)
∣∣∣ (26)

+
H

2

2∑
k=1

∣∣∣Es′∼T (s,a),zk∼P [ℓk (s
′, zk)]− Es′∼T̂ (s,a),zk∼P̂ [ℓk (s

′, zk)]
∣∣∣ (27)

≤ HΨW1

(
T (· | s, a), T̂ (· | s, a)

)
+
H

2
L1υ +HL1W1

(
T (· | s, a), T̂ (· | s, a)

)
+
H

2
L1υ (28)

= H (Ψ + L1)W1

(
T (· | s, a), T̂ (· | s, a)

)
+HL1υ, (29)

where L1 is the Lipschitz continuity constant of the loss function ℓ. Similarly, we can get the bound
for JM̂

(
Φ∗

M̂

)
− JM

(
Φ∗

M̂

)
. Thus, we have the following∣∣JM (Φ∗

M)− JM
(
Φ∗

M̂

)∣∣ ≤ H (Ψ + L1)W1

(
T (· | s, a), T̂ (· | s, a)

)
+HL1υ. (30)

For the 1-Wassertein distance between the estimated distributions P̂ and the true distribution P , we
consider that W1

(
P̂ , P

)
belongs to the interval [0, υ]. Denoting the update rate as ζ, we can then

derive an upper bound for the 1-Wasserstein distance between T and T̂ [3, 17]. Specifically, the
1-Wasserstein distance between T (· | s, a) and T̂ (· | s, a) generated from the true and the estimated
environments, respectively, is bounded by ζL2υ, that is, W1

(
T (· | s, a), T̂ (· | s, a)

)
≤ 1

2ζL2υ.

Finally, by combining all the above, we have∣∣JM (Φ∗
M)− JM

(
Φ∗

M̂

)∣∣ ≤ υΩ(L1(L2ζ + 2) + ΨL2ζ). (31)
In the above, L2 denotes the Lipschitz smoothness constant of the loss function ℓ with respect to z,
L1 is the Lipschitz continuity constant of the loss function ℓ and Ω = 1

2H .
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9 More Experimental Results

In this section, we first delve into further experimental details, providing a deeper understanding of
our research methodology. Then, we present additional experimental results for our proposed static
selective forgetting attacks. Next, we showcase additional experimental results pertaining to our
proposed sequential selective forgetting attacks.

Machine configuration. The experiments are implemented using the PyTorch [2] and run on a GPU
machine with Intel Xeon Gold 5218 2.30GHz CPUs and NVIDIA Quadro RTX 8000 GPUs.

Experimental setup and parameter settings for static forgetting attacks. In our experiments, we
evaluate the impact of static forgetting attacks on different datasets and models. Specifically, we
consider ResNet-18 [13], VGG-16 [22], and MobileNetV2 [21] on the CIFAR-10 [15] dataset and
a neural network with two fully connected layers on the Diabetes [1] dataset. Prior to the attacks,
we pre-train the models for 20 epochs with a learning rate of 0.01 and a batch size of 128 and then
perform selective forgetting attacks. The cross-entropy loss is used to optimize the models. In the
proposed optimization framework, we set the optimization steps to 30 and the steepness of the curve
to 100. We update the indication parameters of the training samples using the Adam optimizer
[14] with a learning rate of 0.01. For the first-order based [25] unlearning method, we initialize the
unlearning rate to 0.04; for the unrolling SGD [23] unlearning method, we initialize the fine-tuning
epoch to 1 and the learning rate to 0.01; for the amnesiac [11] unlearning method, we initialize the
fine-tuning epoch to 1 and the learning rate to 0.02; for SISA [4], we divide the training dataset into
5 disjoint shards, and we attack all the shards. Each shard is trained (retrained) for 20 epochs. We
use different random seeds for each experiment to sample the target class, the adversarial class, and
the test samples in the target class. We repeat the experiments 10 times and report the means and
standard errors of the results.

Experimental setup and parameter settings for sequential forgetting attacks. In experiments, we
consider a logistic regression model on the MNIST [7] dataset (digits 1 and 7), the Adult [8] dataset,
and the synthetic dataset. We pre-train the models for 200 epochs with a learning rate of 0.01 and
a batch size of 128. The target model is generated from static forgetting attacks in the untargeted
setting using the first-order based unlearning method with an unlearning rate of 0.008. In terms of
policy learning, we create a simulated environment using OpenAI Gym [5] and implement the deep
deterministic policy gradient (DDPG) algorithm using Stable Baseline3 [20]. For our experiments,
we set the length of pre-attack data (time step) to 300 and randomly sample update requests for add,
delete, and update. The DDPG algorithm is trained for 300 episodes, with a policy learning rate of
0.001, a batch size of 100, a discount factor of 0.995, and a normal action noise.

9.1 More Experimental Results for Static Selective Forgetting Attacks

Attack performance in the untargeted setting. Table 2 summarizes the attack success rate of mali-
cious selective forgetting attacks in the untargeted setting, where the adversary’s goal is to manipulate
the model into predicting any incorrect class. To calculate the adversarial loss in the untargeted setting,
we modify the loss function in Eqn. (4) to max(fys

D\Df
(xs; θ

u) − maxc̸=ys
f cD\Df

(xs; θ
u),−β),

where ys denotes the true label and f cD\Df
(·; θu) represents the logit output of the unlearned model

θu. This loss function ensures that the targeted test sample xs is predicted as a label different from
its true label ys. In this experiment, we adopt first-order, second-order, unrolling SGD, amnesiac,
and SISA unlearning methods. The experimental results demonstrate that our proposed methods
achieve high attack success rates across various datasets and unlearning procedures. For instance, our
proposed methods achieve attack success rates of 1.0 on both the Diabetes dataset and the CIFAR-10
dataset using first-order based, second-order based, unrolling SGD, and amnesiac unlearning methods.
Our proposed methods can assign importance scores to training samples based on the impact of
the untargeted loss and unlearn optimal samples, resulting in significant attack performance. In
contrast, the RandSearch baseline shows negligible effort to misclassify targeted test samples in an
untargeted manner. These experimental results also highlight the applicability and effectiveness of
our optimization framework to malicious selective forgetting attacks via various unlearning methods
to achieve untargeted attack goals.

Attack performance in the partial removal case against adversarially robust models. Here,
we investigate the attack performance of our proposed malicious selective forgetting attacks in the
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Table 2: Attack success rate of our proposed static forgetting attacks in the untargeted setting.
Dataset Unlearning method RandSearch Ours

Diabetes

First-order 0.06± 0.03 1.00± 0.00
Second-order 0.06± 0.03 1.00± 0.00

Unrolling SGD 0.06± 0.06 1.00± 0.00
Amnesiac 0.04± 0.03 1.00± 0.00

SISA 0.33± 0.11 0.87± 0.05

CIFAR-10

First-order 0.28± 0.08 1.00± 0.00
Second-order 0.32± 0.10 1.00± 0.00

Unrolling SGD 0.22± 0.08 1.00± 0.00
Amnesiac 0.12± 0.04 1.00± 0.00

SISA 0.33± 0.10 0.75± 0.08

partial removal case, where the adversary aims to partially forget some data information on a batch
of targeted training samples and mislead the model into making wrong predictions on targeted test
samples. Specifically, we conduct experiments to verify the effectiveness of our proposed selective
forgetting attacks against adversarially robust models, which are trained in an adversarial way to
improve the models’ ability to resist being attacked. In experiments, we consider three widely adopted
adversarial training methods, FGSM (Fast Gradient Sign Method) [10], PGD (Projected Gradient
Descent) [19], and TRADES adversarial training [27]. We train the adversarially robust models
against L∞ norm-bounded perturbations of size 8/255. We perform selective forgetting attacks via
the first-order unlearning method with a modification bound of 8/255. As a baseline comparison, we
introduce uniform random noise within the same modification bound. In Figure 1, we present the
experimental results obtained on the MNIST dataset using the adversarially trained robust models.
The figure demonstrates that our proposed malicious selective forgetting attacks yield significantly
higher attack success rates compared to the baseline. For instance, when unlearning training samples
of 8%, our malicious selective forgetting attacks achieve an attack success rate of approximately 0.92
on the adversarially robust model with PGD adversarial training, whereas the baseline has an attack
success rate of 0. Similarly, we conduct experiments on the CIFAR-10 dataset, and the results are
illustrated in Figure 2. These results further demonstrate the high attack success rates achieved by our
selective forgetting attacks. From these experimental outcomes, we can conclude that our proposed
malicious selective forgetting attacks exhibit strong attacking performance in the partial removal case,
even against adversarially robust models.
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(a) PGD adversarial training
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(b) FGSM adversarial training
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(c) TRADES adversarial training

Figure 1: Attack success rate of our proposed static forgetting attacks on the adversarially robust
models (which are trained using different adversarial training methods) on MNIST.

9.2 More Experimental Results for Sequential Selective Forgetting Attacks

Black-box experiments. In the black-box setting, we propose training a local substitute model
using a synthetic dataset. The adversary generates inputs from the synthetic dataset and observes
the corresponding outputs from the target black-box model [24]. By leveraging this information,
the adversary can gain insights into the vulnerabilities and decision boundary of the target black-
box model. The substitute model is then trained using pre-attack data to learn an optimal policy,
which is subsequently employed to attack the update requests on the target black-box model. In this
experiment, we adopt the MNIST (digits 1 and 7), Adult, and synthetic datasets. For each dataset,
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(a) PGD adversarial training
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(b) FGSM adversarial training
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(c) TRADES adversarial training

Figure 2: Attack success rate of our proposed static forgetting attacks on the adversarially robust
models (which are trained using different adversarial training methods) on CIFAR-10.

we train a substitute logistic regression model by creating a synthetic dataset and conducting 5000
queries on the black-box model. The resulting substitute model achieves a high equivalence of 99%
with the black-box model. Then, we train the optimal policy and employ it to attack the sequential
update requests, following a similar approach to the white-box setting. The experimental results are
shown in Figure 3. As we can see, the learned optimal policy from a substitute model also reduces the
Euclidean distance between the victim model and the target model over time steps on each adopted
dataset. In contrast, both the no attack baseline and the random attack baseline fail to approach the
target model. Therefore, our proposed malicious selective forgetting attacks are also applicable in a
sequential manner in the black-box setting and demonstrate efficient attack performance.
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Figure 3: Euclidean distance of the victim model to the target model in the black-box setting.
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