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A Author Contributions

Data collection, annotation, and initial validation: Yuzhen Huang, Yuzhuo Bai, Zhihao Zhu,
Junlei Zhang, Jinghan Zhang, Tangjun Su, Junteng Liu, Yikai Zhang, and Jiayi Lei collected the first
version of the data, including some necessary manual annotation from PDF or Word documents. They
then cross-validated the collected data. Junlei Zhang prompted GPT-4 to generate the explanation
data, and then Yuzhen Huang, Yuzhuo Bai, and Junxian He manually revised the explanations.

Data processing: Yuzhen Huang did most of the data processing job including a lot of manual
revisions, such as fixing typos/incorrect formats of the questions from PDF documents and ensuring
all the I4TEX notations can be correctly compiled. Jinghan Zhang did the data deduplication.

Evaluation: Yuzhen Huang tested ChatGPT and MOSS; Yuzhuo Bai tested ChatGLM; Junlei Zhang
tested GLM-130B; Chuancheng Lv tested Bloomz-mt, LLaMA, Chinese-LLaMA, and Chinese-
Alpaca; Yao Fu tested GPT-4 and the Claude model variants.

Website and submission system: Zhihao Zhu built the website and the online submission system.

Paper Writing: Yuzhen Huang, Yuzhuo Bai, and Junxian He wrote the main content of this paper,
while other authors helped proofread.

Advising: Yao Fu, Maosong Sun, and Junxian He take advisor roles in this project. Junxian He is
the main advisor, initializing and organizing this project.

B Detailed Stats of C-EVAL

Table([7 lists all the C-EVAL tasks and their broader categories, as well as the number of questions
included in each task.

C Explanation Data Generation

We show an example of the automatic COT explanation generation via GPT-4 in Figure[5] We use five
human-written question-explanation pairs to prompt GPT-4 to generate explanation giving question
and its correct answer. The generated explanations are further revised manually to obtain the final
explanations.

D Evaluation Prompts

We show the evaluation prompts of answer-only and chain-of-thought test in Figure [6 and Figure [7
respectively.

E Details of the models being evaluated

ChatGPT and GPT-4 are GPT-series models that are enhanced to follow human instructions
and be more helpful, harmless and honest using Reinforcement Learning from Human Feedback.
GPT-4 additionally enables image inputs and goes through well-designed post-training alignment
process, as well as having a larger scale than most of the existing model. GPT-4 achieves human-level
performance on various benchmark, and even scored to be the top 10% in some simulated exams.

Claude is the latest Anthropic-series LLM that also focuses on human intention alignment. Ap-
plying the constitutional Al approach(Bai et al., [2022), Claude manages to be both helpful and
trustworthy. Claude-instant is the lighter vesrion with less cost and faster inference of Claude.

BLOOMZ-mt (Muennighoff et al.,[2022) is created by combining multitask prompted finetuning
to the pretrained multilingual BLOOM model(Scao et al., 2022), using not only English prompts
but also machine-translated prompts to match the language of multilingual tasks, and are found
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516
517

518
519
520
521
522

Subject Category # Questions

Advanced Mathematics (/5 Z41%) STEM 197
College Chemistry (K210 %) STEM 253
College Physics (K2-4/1H) STEM 200
College Programming (K2£ZRTE) STEM 384
Computer Architecture (V1B HLZHAL) STEM 219
Computer Network (VT EHLI4%) STEM 195
Discrete Mathematics (5 HUE) STEM 174
Electrical Engineer (JEfM S TH2I) STEM 381
High School Biology (15 F4£#)) STEM 199
High School Chemistry (755 1 {L.2%) STEM 196
High School Mathematics (755 F4(%) STEM 189
High School Physics (75 #F#13H) STEM 199
Metrology Engineer (7 i1 &) STEM 248
Middle School Biology (14 4£47) STEM 218
Middle School Chemistry (#1171 {£.2%) STEM 210
Middle School Mathematics (¥ F4{2) STEM 201
Middle School Physics (¥ 47) ) STEM 202
Operating System (#1E R %%) STEM 203
Probability and Statistics (5 71) STEM 189
Veterinary Medicine (%% 2£) STEM 238
Business Administration (L7 & B#) Social Science 339
College Economics (K 2E421512F) Social Science 557
Education Science (Z{ & %) Social Science 304
High School Geography (75 H #i ) Social Science 202
High School Politics (7 FEIA) Social Science 200
Mao Zedong Thought (B R BRI E it & YL AR ABES)  Social Science 248
Marxism (57 8 3 L E AR ) Social Science 203
Middle School Geography (¥]H3 #H) Social Science 125
Middle School Politics (¥ EA) Social Science 219
Teacher Qualification (B B #%) Social Science 448
Art Studies (ZR2%) Humanities 336
Chinese Language and Literature ({ [EiE 5 3 %%) Humanities 237
High School Chinese (75 H7& ) Humanities 202
High School History (7 FJ77 5) Humanities 207
Ideological and Moral Cultivation (RAEE BT 5 AL Humanities 196
Law (J%2%) Humanities 250
Legal Professional (JZEEHR ML BE4%) Humanities 243
Logic GZHE2%) Humanities 231
Middle School History (#]H )7 57) Humanities 234
Modern Chinese History (L% 5 4 EL) Humanities 240
Professional Tour Guide (5:{i# % #%) Humanities 300
Accountant (JE 211 Other 497
Basic Medicine (FERHZE %) Other 199
Civil Servant (A45151) Other 481
Clinical Medicine (IfiREE %) Other 227
Environmental Impact Assessment Engineer (JABE 52N AN TFEIT) Other 317
Fire Engineer ({1 B THEIT) Other 318
Physician ([ i %{4%) Other 497
Plant Protection (FE¥J 1) Other 226
Sports Science (K E 2%) Other 204
Tax Accountant (Fi55/fi) Other 497
Urban and Rural Planner (73 2 #1117 Other 469

Table 7: Summary of all 52 subjects.

to be capable at task- and language-agnostic generalization. We evaluate the 176B version in our
experiment.

LLaMA (Touvron et al., [2023) is a Transformer-architecture LLM that is trained on a mixture
of several open sources. Applying several improvements on vanilla Transformers used by previous
LLMs, and optimized to improve the training efficiency, LLaMA shows strong language abilities
and can surpass models having 10x larger parameters than LLaMA. We evaluate the LLaMA-65B
version in our experiment.
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... [5-shot examples] ...

UTRAEXTYHYENRTUEED, BREUTEABNER, £—RER SENERMEN.
The following are multiple-choice questions about middle school physics in China. Please generate a correct and
reasonable explanation based on the following questions and answers.

THIBFUBERRNZ_ .

Which of the following is a renewable energy source?

A B BER  CHEME D AM&

A. petroleum B.coal C.nuclear fuel D. solar energy

HR: D

Answer: D

REBNERBATEMHA?

What is your explanation generated?

BRI LB —L—F X,

1 (A) BimE—fatlRE, A TREFRLRN, TETUBERR.

2.(B) Bxth2—F AR, ML TREFRERN, FETFUBLRE.

3. (C) ZMBIRIEM TR AIETHAE, B, ¥%, BATNBIRRN~EEE, BRMRER
EIREY, FETIHLERR.

4. (D) KEABERIEMAPRIES PHRI LS, B—MUBLERER RAKXBEERETHE, F=RAEM
k8,

Fr &R =ED.

Explanation: Let‘s think step by step,

1. (A) Petroleum is a fossil fuel extracted from deep underground and is not a renewable energy source.

2. (B) Coal is also a fossil fuel extracted from deep underground and is not a renewable energy source.

3. (C) Nuclear fuel refers to the fuel used in nuclear reactors, including uranium, plutonium, etc. Although energy
can be generated through nuclear reactions, nuclear fuel is limited and is not a renewable energy source.

4. (D) Solar energy refers to the energy obtained from solar radiation and is a renewable energy source, because
the sun rises every day and will not be exhausted due to use.

Therefore, the answer is C.

Figure 5: An example of generating explanations via GPT-4. The red text is the autocompleted response
from model, while the preceding text is the user-inputted prompt. We indicate English translation below the
corresponding Chinese text for each paragraph.

UTRFEXTIRKEAHBTUERES, BEHEPHERER,
The following are multiple-choice questions about clinical medicine in China. Please select the correct answer.
B, 65%, EXRIONE., MSA4T pH7.26, PaCO, 82mmHg, PaO; 45mmHg. TFIWBIALIEARIE

=

B
A 65-year-old male patient has been in a coma for 10 hours. Blood gas test shows a pH of 7.26, PaCO, 82mmHg,
and Pa0, 45mmHg. Which of the following treatments is not appropriate?

AFMEBS B FFXET C. XHfrik D. BRELE

A. mechanical ventilation B. respiratory stimulants C. supportive therapy D. high concentration oxygen therapy
£ D

Answer: D

... [5-shot examples] ...

HATSHERER HPBROIRENELATNERY

Silicon dust can cause silicosis, and the most pathogenic silicon dust particles have a diameter of

A. >5um B. 4 ~5um C.1~2um D.2~3/pum

HE: C

Answer: C

Figure 6: An example of few-shot evaluation in answer-only scenarios, while zero-shot evaluation is similar by
removing the exemplars. The red text is the autocompleted response from model, while the preceding text is the
inputted prompt. We indicate English translation below the corresponding Chinese text.

GLM-130B and ChatGLM-6B are based on the General language model (GLM) structure that
gain benefits from its bidirectional attention advantage. By using alterable number and length of
blanks, GLM can adapt to various tasks. GLM-130B is a bilingual pre-trained GLM that ultilizes self-
supervised learning and multitask instruction pretraining. GLM-130B also realized INT4 quantization
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UTRPEXFIHENERESRNETIEER, HEHEPHERER,
The following are multiple-choice questions about computer architecture in China. Please select the correct
answer.

... [5-shot examples] ...

BEHFRROAR(R)=1500H, HFFHEITIS00HM A A H2500H, AITFEITT2500HAIAA A3500H, PCAIE
A4500H, RAEXNFUTIN, HEUA2500HHBRERR .

If the content of register R is set to 1500H, the content of memory address 1500H is 2500H, the content of
memory address 2500H is 3500H, and the value of the program counter (PC) is 4500H, using the relative
addressing mode, the operand at the effective address of 2500H is__

A. 1500H B. 2500H C. 3500H D. 4500H

R UERN—5—FBE,

1 RIEE R AES, RFHRITIS00HRIAR A2500H, KFHRIT2500HKAR A3500H, RS AHES
f9th ik 5 2500H - 1500H=1000H,

2. RIBEN TN, B H2500HAVR (R Z 0 L HATHE i 1000H 7 BB 58I SERRAVIR (RS
F, BP3500H.

ETIAZRRC,

Answer: Let‘s think step by step,

1. According to the information given in the question, the content of memory unit 1500H is 2500H, and the
content of memory unit 2500H is 3500H. This indicates that the current instruction address is 2500H-
1500H=1000H.

2. According to the relative addressing mode, in order to obtain the actual operand address of the effective
address with the value of 2500H, the current instruction address of 1000H needs to be added to it, resulting in the
actual operand address of 3500H.

Therefore, the answer is C.

Figure 7: An example of few-shot evaluation in chain-of-thought scenarios, while zero-shot evaluation is similar
by removing the exemplars. The red text is the autocompleted response from model, while the preceding text is
the inputted prompt. We indicate English translation below the corresponding Chinese text.

with little to no quality degradation that significantly accelerate its inference efficiency. ChatGLM-6B
is a lightweight conversational version of the GLM family that has been specially optimized for
Chinese contexts. ChatGLM-6B also applies quantization so it can be deployed with a consumer-
grade graphic memory requirement as little as 6GB. We evaluate on the fp16 settings for both two
models in our experiment.

Chinese-LLaMA is an adaptation of original LLaMA into Chinese language environments.
Chinese-LLaMA expands the original LLaMA by adding 20K Chinese tokens into its vocabulary, and
is secondarily pre-trained and instruction fine-tuned on Chinese data. We evaluate Chinese-LLaMA-
13B in our experiment, the largest Chinese-LLaMA variant.

Chinese-Alpaca is based on the Chinese-LLaMA checkpoint that is further tuned on Chinese
instruction tuning data. We evaluate Chinese-Alpaca-13B in our experiment, the largest Chinese-
Alpaca variant.

MOSS s the first open-source Chinese LLM that matchs ChatGPT on both the training scale and
alignment techniques. MOSS is initialized with CodeGen(Nijkamp et al.,2022), being pretrained on
100B Chinese tokens and 20B English tokens, and has further integrated supervised fine-tuning and
preference model, as well as plugin augmentation, but not all the version are publicly available. We
evaluate the moss-moon-003-sft version in our experiment.

F Breakdown of Model Performance
Table([8|and Table[9]show the detailed breakdown of accuracy per subject of four representative models

in zero- and five-shot settings respectively, while we refer the readers to our website leaderboard
https://cevalbenchmark.com/static/leaderboard.html for a detailed breakdown of results for all models.

G Results on Validation Split

Since we do not publicly release the labels for our test split, we provide the average accuracy on the
validation split as a reference for developers. The validation split comprises a total of 1346 questions,
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551
552
553
554
555
556
557

Subject GPT-4 ChatGPT GLM-130B Claude-instant-v1.0

Advanced Mathematics 48.6 38.2 28.9 36.4
College Chemistry 54.0 36.2 29.0 25.9
College Physics 50.6 34.1 29.5 335
College Programming 72.2 56.1 333 40.6
Computer Architecture 73.1 62.7 38.3 425
Computer Network 74.9 60.8 36.3 444
Discrete Mathematics 62.1 37.9 34.6 28.8
Electrical Engineer 48.7 38.9 31.6 32.7
High School Biology 69.1 49.1 37.7 40.0
High School Chemistry 55.2 45.3 36.0 39.5
High School Mathematics 41.0 28.3 349 24.7
High School Physics 65.1 36.6 26.9 40.0
Metrology Engineer 68.0 58.4 49.8 48.4
Middle School Biology 88.0 68.2 51.6 46.4
Middle School Chemistry 82.7 63.2 459 47.0
Middle School Mathematics 65.5 40.1 322 345
Middle School Physics 80.9 61.2 41.6 48.9
Operating System 79.3 70.4 425 46.4
Probability and Statistics 50.0 36.7 259 27.7
Veterinary Medicine 75.7 56.7 47.6 43.8
Business Administration 63.1 48.2 432 40.2
College Economics 67.6 47.3 38.6 40.8
Education Science 67.4 54.8 52.6 43.0
High School Geography 73.6 55.6 51.1 42.7
High School Politics 74.4 50.0 45.5 37.5
Mao Zedong Thought 74.9 56.6 67.6 49.3
Marxism 71.7 70.9 69.3 62.0
Middle School Geography 78.7 57.4 58.3 49.1
Middle School Politics 85.5 69.4 61.1 57.0
Teacher Qualification 84.5 69.9 70.7 54.9
Art Studies 57.4 47.7 49.3 332
Chinese Language and Literature 61.2 51.7 46.4 359
High School Chinese 38.8 37.6 25.8 31.5
High School History 66.5 48.4 48.4 41.2
Ideological and Moral Cultivation 73.8 65.1 59.3 58.1
Law 56.1 42.1 37.6 34.8
Legal Professional 55.3 40.5 35.8 36.7
Logic 62.3 38.7 343 36.3
Middle School History 83.6 65.2 65.2 48.8
Modern Chinese History 63.7 46.2 59.9 425
Professional Tour Guide 68.8 534 63.2 35.0
Accountant 63.4 46.3 39.7 38.1
Basic Medicine 78.9 61.1 46.9 394
Civil Servant 62.2 45.5 452 36.1
Clinical Medicine 70.5 51.0 43.5 38.0
Environmental Impact Assessment Engineer 59.4 52.0 45.6 41.3
Fire Engineer 45.0 41.5 35.8 294
Physician 75.6 59.4 447 41.5
Plant Protection 71.4 56.3 49.7 48.2
Sports Science 70.0 53.9 44.4 40.6
Tax Accountant 56.0 38.4 339 38.1
Urban and Rural Planner 59.1 49.0 43.5 38.0

Table 8: Zero-shot answer only accuracy per subject.

with each subject contributing fewer than 30 validation questions on average. Therefore, tracking
accuracy on a specific subject may not yield significant insights. Instead, we report the average
answer-only accuracy across all subjects in Table[I0] The average validation accuracy closely mirrors
the average test accuracy as presented in Table[3 and Table[d. Additionally, the model ranking on
the validation split broadly corresponds to that on the test split. These observations suggest that
developers may use the average validation accuracy as a good indicator for expedited development
processes.
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559
560
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563

Subject GPT-4 ChatGPT ChatGLM Claude-instant-v1.0

Advanced Mathematics 49.7/53.8 48.0/29.5 3.5/23.1 39.9/41.6
College Chemistry 59.4/558 39.7/339 17.0/28.6 33.5/32.1
College Physics 50.6/60.2 35.8/352 14.8/30.1 35.8/31.3
College Programming 78.1/715 57971579 18.7/24.0 48.5/50.3
Computer Architecture 74.6/756 689/63.7 30.1/27.5 52.3/50.8
Computer Network 77.8/772 585/59.6 36.3/28.1 46.8/53.8
Discrete Mathematics 66.7/62.7 43.1/30.7 17.0/26.1 32.7/33.3
Electrical Engineer 499/56.0 39.5/440 239/313 31.3/35.7
High School Biology 72.6/70.3 53.7/48.0 28.0/26.9 44.6/38.9
High School Chemistry 523/558 529/36.0 19.8/28.5 39.0/37.8
High School Mathematics 38.0/42.8 343/373 4.2/24.1 24.1/325
High School Physics 69.1/61.1 43.4/349 109/21.7 44.0/26.9
Metrology Engineer 703/71.2 63.0/59.8 41.1/484 50.7/55.3
Middle School Biology 91.2/86.5 67.7/63.5 30.7/38.0 55.2/57.3
Middle School Chemistry 81.1/71.4 71.4/60.0 36.8/422 58.4/59.5
Middle School Mathematics 62.7/66.7 44.6/424 3.4/203 28.8/33.3
Middle School Physics 81.5/78.7 669/579 20.2/41.0 52.8/53.4
Operating System 82.1/80.4 715/60.3 40.8/274 57.0/57.5
Probability and Statistics 53.6/62.0 33.7/42.8 27.7/265 349/31.9
Veterinary Medicine 80.0/80.0 64.3/58.1 39.5/352 51.0/533
Business Administration 67.1/654 528/46.8 32.6/349 44.2/429
College Economics 71.4/744 525/51.3 22.1/30.0 47.77/50.3
Education Science 68.5/69.3 59.6/544 37.8/33.0 51.1/51.9
High School Geography 7471702 58.4/55.1 29.2/382 52.8/49.4
High School Politics 77.8/69.3 523/51.1 25.0/29.6 38.1/39.8
Mao Zedong Thought 79.5/79.9 60.7/63.5 46.6/50.7 47.0/50.2
Marxism 81.6/82.7 715/704 40.2/49.2 66.5/63.7
Middle School Geography 83.3/833 60.2/56.5 333/444 62.0/52.8
Middle School Politics 87.1/855 74.1/674 41.5/409 60.6/ 64.3
Teacher Qualification 85.0/85.0 757/66.9 489/49.1 68.4/62.2
Art Studies 65.1/66.1 49.7/523 34.6/36.9 35.6/389
Chinese Language and Literature 61.2/67.0 50.2/51.7 325/373 41.2/44.0
High School Chinese 37.6/393 36.0/275 26.4/19.1 30.9/27.0
High School History 68.1/68.1 544/45.1 35.2/40.1 52.7/40.7
Ideological and Moral Cultivation 773/773 669/68.0 48.3/52.3 62.8/63.4
Law 60.6/54.8 439/34.8 235/299 38.0/33.0
Legal Professional 544/484 447/32.6 27.0/265 39.5/30.2
Logic 60.3/63.2 37.7/358 328/314 38.7/35.8
Middle School History 84.5/86.5 62.8/63.8 483/52.7 58.5/52.2
Modern Chinese History 68.9/67.0 528/51.4 36.3/39.2 44.8/44.8
Professional Tour Guide 71.8/703 61.3/62.0 44.0/519 43.6/44.0
Accountant 64.6/61.9 51.7/42.0 239/32.7 472/41.3
Basic Medicine 80.6/783 61.1/60.6 31.4/33.7 49.7/45.1
Civil Servant 62.5/59.0 469/43.1 245/29.6 42.0/41.3
Clinical Medicine 76.0/73.5 55.0/53.0 34.5/32.0 36.5/37.5
Environmental Impact Assessment Engineer 63.7/59.8 50.9/49.1 37.7/35.6 47.3/473
Fire Engineer 50.0/49.6 42.6/379 28.4/323 36.5/36.2
Physician 76.8/76.1 63.7/54.6 34.8/37.7 50.6/46.5
Plant Protection 7897804 65.8/57.8 43.2/36.2 56.3/50.3
Sports Science 72.2/70.0 58.3/50.6 42.2/41.1 45.6/46.7
Tax Accountant 58.0/582 42.0/357 16.3/309 42.7/31.8
Urban and Rural Planner 63.2/656 522/493 36.8/37.3 45.5/42.3

Table 9: Five-shot accuracy per subject. We report both the answer only (AO) and chain-of-thought (COT)
accuracy in an AO / COT format.

H Compute and Resources Used for Evaluation

During our experiments to evaluate different LLMs on C-EVAL, we utilize a cluster with 8 A100-
80GB GPUs to run the inference for models with released weights, such resources are required due
to deploying three large models — Bloomz-mt (176B), LLaMA-65B, and GLM-130B. In most cases
the inference on C-EVAL is finished within one day. For models with API access, we just run the
inference with CPUs which finishes mostly within one day as well.
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Model Zero-shot Five-shot

GPT-4 66.7 69.9
Claude-v1.3 52.1 55.5
ChatGPT 50.8 53.5
Bloomz-mt 45.9 38.0
GLM-130B 442 40.8
Claude-instant-v1.0 43.2 47.4
ChatGLM-6B 39.7 37.1
LLaMA-65B 38.6 39.8
MOSS 35.1 28.9
Chinese-Alpaca-13B 32.0 27.2
Chinese-LLaMA-13B 29.4 33.1

Table 10: Average accuracy on the validation split in the answer-only setting.
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