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Abstract

Optimizing static risk-averse objectives in Markov decision processes is difficult
because they do not admit standard dynamic programming equations common in
Reinforcement Learning (RL) algorithms. Dynamic programming decompositions
that augment the state space with discrete risk levels have recently gained pop-
ularity in the RL community. Prior work has shown that these decompositions
are optimal when the risk level is discretized sufficiently. However, we show that
these popular decompositions for Conditional-Value-at-Risk (CVaR) and Entropic-
Value-at-Risk (EVaR) are inherently suboptimal regardless of the discretization
level. In particular, we show that a saddle point property assumed to hold in prior
literature may be violated. However, a decomposition does hold for Value-at-Risk
and our proof demonstrates how this risk measure differs from CVaR and EVaR.
Our findings are significant because risk-averse algorithms are used in high-stakes
environments, making their correctness much more critical.

1 Introduction

Risk-averse reinforcement learning (RL) seeks to provide a risk-averse policy for high-stakes real-
world decision problems. These high-stake domains include autonomous driving (Jin et al., 2019;
Sharma et al., 2020), robot collision avoidance (Ahmadi et al., 2021; Hakobyan and Yang, 2021),
liver transplant timing (Kose, 2016), HIV treatment (Keramati et al., 2020; Zhong, 2020), unmanned
aerial vehicle (UAV) (Choudhry et al., 2021), and investment liquidation (Min et al., 2022), to name a
few. Because these domains call for reliable solutions, risk-averse algorithms must be based on solid
theoretical foundations. This is one reason why monetary risk measures, such as Value-at-Risk (VaR)
and Conditional Value-at-Risk (CVaR), have become pervasive in risk-averse RL (Prashanth and
Fu, 2022). Indeed, risk measures such as CVaR are known to be coherent (Artzner et al., 1999)
with respect to a set of fundamental axioms that define how risk should be quantified and have been
adopted as gold standards in banking regulations (Basel Committee on Banking Supervision, 2019).

Introducing risk-averse objectives in Markov decision processes (MDPs)—the primary model used
in RL—is challenging. Dynamic programming, the linchpin of most RL algorithms, cannot be
used directly to optimize a risk measure like VaR or CVaR in MDPs. One line of work tackles this
challenge by exploiting the primal representation of risk measures and augmenting the state space
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of their dynamic programs (DPs) with an additional parameter that typically represents the total
cumulative reward up to the current point (Béduerle and Ott, 2011; Boda et al., 2004; Chow and
Ghavamzadeh, 2014; Filar et al., 1995; Hau et al., 2023; Lin et al., 2003; Wu and Lin, 1999; Xu and
Mannor, 2011). Even when the original MDP is finite, this DP requires computing the value function
for a continuous state space, and thus, has been considered inefficient in practice (Chapman et al.,
2022; Chow et al., 2015; Li et al., 2022).

Another line of recent work leverages the dual representation to produce a risk-level decomposition
of risk measures (Pflug and Pichler, 2016). Using this decomposition, numerous authors have derived
DPs for common risk measures and integrated them within various RL algorithms (Chapman et al.,
2019, 2022; Chow et al., 2015; Ding and Feinberg, 2022, 2023; Ni and Lai, 2022; Rigter et al., 2021;
Stanko and Macek, 2019). Although this risk-level decomposition requires augmenting the state
space with a continuous parameter, this parameter is naturally bounded between 0 and 1. It has
been generally accepted, with several tentative proofs supporting this claim (Chow et al., 2015; Li
et al., 2022), that these DPs recover the optimal policy if we can discretize the augmented state space
sufficiently finely. Moreover, it is believed that one can use the optimal value function from this DP
to recover the policies that are optimal for the full range of risk levels.

In this paper, we make a surprising discovery that numerous claims of optimality of risk-level
decompositions published in the past several years are incorrect. Even when one discretizes the
augmented state space arbitrarily finely, most risk-level DPs are not guaranteed to recover the optimal
value function and policy. There are several reasons why existing arguments fail. As the most common
reason, several papers assume that a certain saddle point property holds, either explicitly (Chow
et al., 2015) or implicitly (Ding and Feinberg, 2022, 2023). We show that this property does not
generally hold, invalidating the optimality of DPs, as hinted at in Chapman et al. (2019, 2022). This
finding directly refutes the claimed or hypothesized optimality of algorithms proposed in many recent
research papers and pre-prints, such as Chapman et al. (2019); Chow et al. (2015); Ding and Feinberg
(2022, 2023); Rigter et al. (2021); Stanko and Macek (2019). Our results also affect applications of
these algorithms, such as automated vehicle motion planning (Jin et al., 2019). We also identify gaps
in related decompositions (Li et al., 2022; Ni and Lai, 2022) and propose how to fix them.

We make the following contributions in this paper. First, we show in Section 3 that the popular DP
for optimizing CVaR in MDPs may not recover the optimal value function and policy regardless of
how finely one discretizes the risk level in the augmented states. This method was first proposed
in Chow et al. (2015) but adopted widely afterwards (Chapman et al., 2019; Ding and Feinberg,
2022, 2023; Rigter et al., 2021; Stanko and Macek, 2019). The simple counterexample in this section
contradicts the optimality claims in Chow et al. (2015); Ding and Feinberg (2022). We hypothesize
that prior work missed this issue because the CVaR DP works for policy evaluation and only fails
when one uses it to optimize policies based on the “risk-to-go value function”. Therefore, our results
do not contradict the original decomposition in Pflug and Pichler (2016) that only applies to policy
evaluation. We give a new independent and simple proof that the CVaR decomposition indeed works
when evaluating a fixed policy.

Second, we show in Section 4 that the DP for optimizing the Entropic-Value-at-Risk in MDPs,
proposed by Ni and Lai (2022), does not compute the correct value function even when the policy
is fixed. Although EVaR has not been as popular as CVaR, it has been gaining attention in recent
years (Hau et al., 2023). We give an example that contradicts the correctness claims of the risk-level
decomposition for EVaR in Ni and Lai (2022). The gap that we identify with this objective applies
to both policy evaluation and policy optimization. Furthermore, we prove a new, correct EVaR
decomposition for policy evaluation. Unfortunately, the EVaR decomposition fails and is sub-optimal
when applied to policy optimization, similar to CVaR.

Third, we propose an optimal dynamic program for policy optimization of VaR in Section 5. Our DP is
based on a risk-level decomposition that closely resembles the quantile MDP decomposition in Li et al.
(2022) but corrects for several technical inaccuracies. The derivation shows why VaR stands apart
from coherent risk measures like CVaR and EVaR. VaR is unique in that the decomposition can be
constructed directly from the primal formulation of the risk measure, which avoids the complications
that arise in the robust formulations used in CVaR and EVaR decompositions.

It is important to note that the correctness of DPs that augment the state space with the accumulated
rewards is unaffected by our results (Béuerle and Ott, 2011; Chow and Ghavamzadeh, 2014; Chow
et al., 2018; Hau et al., 2023). These DPs use the primal risk measure representation and do not suffer



from the same saddle point issue as the augmentation methods that use the dual representation of the
risk measures, such as the one in Chow et al. (2015).

2 Preliminaries

This section summarizes relevant properties of monetary risk measures and outlines how they are
typically used in the context of solving MDPs.

Monetary Risk Measures We restrict our attention to probability spaces with a finite outcome
space € such that |Q2] = m for some m € N. We use X = R™ to denote the space of real-valued
random variables. To improve the clarity of probabilistic claims, we always adorn random variables
with a tilde, such as € X. In finite spaces, we can represent any random variable z € X as a vector
x € R™. We also use g € A,, to represent a probability distribution over {2 where A, represents
the m-dimensional probability simplex. Using this notation, we can write that E[7] = q " =.

A monetary risk measure ¢): X — R assigns a real value to each real-valued random variable in a
way that it is monotone and cash-invariant (Follmer and Schied, 2016; Shapiro et al., 2014). A risk
measure can be seen as a generalization of the expectation operator E[] that also takes into account
the uncertainty in the random variable. In this work, we define all risk measures for random variables
T that represent rewards. Thus, the risk-averse decision-maker aims to choose actions that maximize
the value of the risk measure, i.e., a higher value of risk measure represents a lower exposure to risk.

We consider three monetary risk measures common in RL. Perhaps the most well-known measure
is Value-at-Risk (VaR), which is defined for a risk-level a € [0, 1] and a random variable & € X in
modern literature as (e.g., Follmer and Schied 2016; Shapiro et al. 2014)

VaR, [Z] = sup {zeR|P[z<z]<a} = inf {zeR|P[Z<z]>a}. (1)

Note that VaR; [Z] = co. The equality between the two definitions holds, for example, by Follmer
and Schied (2016, remark A.20).

Another popular risk measure is the Conditional-value-at-Risk (CVaR), which is defined for a risk
level & € [0, 1] and a random variable Z € X distributed as & ~ q as (e.g., Follmer and Schied 2016,
definition 11.8 and Shapiro et al. 2014, eq. 6.23)

CVaR, [Z] = sup (z —a 'Rz - :i]+) = inf {ETQZ | €€ Ay, €< q}, 2)
z€R

with CVaRg [Z] = essinf[#] and CVaR; [Z] = E[Z]. The equality above follows from standard

conjugacy arguments for finite probability spaces (Follmer and Schied, 2016). Note that our CVaR

definition applies to = that represents rewards and assumes that a higher value of the risk measure is

preferable to a lower value. Other CVaR formulations exist in the literature, but they induce identical

preferences for appropriately chosen rewards and risk level a.

Finally, the entropic value at risk (EVaR), with EVaR [Z] = essinf[Z] and EVaR, [Z] = E[Z], is
defined for a € (0, 1] as (Ahmadi-Javid, 2012)

EVaR, [#] = sup —% log (o™ 'Efexp (—f-7)]) )

=inf {"x | &€ A& < q,KL(E[g) < —loga},

where KL is the standard KL-divergence defined for each x,y € A,, as KL(z|y) =
> weq Lo log (#w/y,). This definition is valid only when z is absolutely continuous with respect to
y, which is denoted as & < y and corresponds to y,, = 0 = x,, = 0 for each w € .

Risk Averse MDPs A Markov decision process (MDP) is a sequential decision model that underlies
most of RL (Puterman, 2005). We consider finite MDPs with states S = {s1,..., sg} and actions
A={ay,...,as}. After taking an action in a state, the agent transitions to the next state according
to a transition probability function p: S x A — Ag such that p(s, a, s") represents the transition
probability from s € Sto s’ € S after taking a € A. We use ps , = p(s,a,-) € Ag to denote the
vector of transition probabilities. The initial state 3 is distributed according to p € Ag. To avoid
divisions by 0 that are not central to our claims, we assume that ps > 0 for each s € S. Finally,



the reward function is r: & x A x § — R, where (s, a, s") represents the deterministic reward
associated with the transition to s’ from s after taking an action a.

The most general solution to an MDP is a history-dependent randomized policy m which maps a
sequence of observed states and actions s°,a”, s',a', ..., s to a distribution over the next action a’.
It is well-known that with risk-neutral objectives, there always exists an optimal stationary—depends
only on the last state—deterministic policy (Puterman, 2005). When the objective is risk-averse, like
VaR, or CVaR, there may not exist an optimal stationary or deterministic policy. Hence, we use the

symbol II to denote the set of history-dependent randomized policies in the remainder of the paper.

This paper focuses on the finite-horizon objective in which the agent aims to compute policies
that optimize the sum of rewards over a known horizon 7. We further restrict our attention to the
objective with horizon 7" = 1. It turns out that having a single time step is sufficient to derive our
counterexamples to existing dynamic programs. Moreover, deriving the decompositions with 7" = 1
makes it possible to avoid technicalities caused by history-dependent policies, which could distract
us from the main ideas presented in this work. Our results an be extended to general horizons 7" > 1
and the discounted infinite-horizon objectives using standard techniques (Chow et al., 2015).

With horizon T' = 1, the set of randomized history-dependent policies is II = {mwr: S — A4}. The
symbol 7 (s, a) denotes the probability of action a in a state s, and 7 (s) = 7 (s,-) € A4 denotes the
A-dimensional vector of action probabilities in a state s. Given a risk measure 1) with a risk level
a € [0, 1], the finite-horizon risk-averse value of a policy 7 € II is computed as

vy (a) = g™ (5,4, 8] @
where the superscript in ¢3N”(S) specifies the distribution of the random action. Throughout the
paper, we generally use 5 to denote the random state at time ¢ = 0 and §' to denote the random state at
time ¢ = 1. In risk-neutral objectives, when 1) = [E, one can use the tower property of the expectation
operator and define a value function v, for each time step ¢ (Puterman, 2005), but this property does
not hold in most static risk measures (Hau et al., 2023). The term policy evaluation in the remainder
of the paper refers to computing the value in (4).

The goal in an MDP is to compute an optimal value function and a policy that attains it. In risk-averse
MDPs, this goal is formalized as the following risk-averse optimization

* — T _ ar~(§) =~ ~ =
Vo (Oé) Ipeaﬁ( Yo (Oé) gleaﬁ( 1% [T(Sa a,s )} ’ (5)

with the optimal policy m* being any policy that attains the maximum in (5). As with policy evaluation,
when ¢ = E, the optimal value function v; can be defined for each time-step ¢ (Puterman, 2005),
but this is impossible in general for common risk measures, like VaR and CVaR. The term policy
optimization in the remainder of the paper refers to computing the value and the maximizer in (5).

In the remainder of the paper, we study dynamic programming algorithms proposed to solve the
policy evaluation problem in (4) and policy optimization problem in (5). In general, these algorithms
build on risk-level decomposition (Pflug and Pichler, 2016) of risk measures to define a value function
vy (s, ) for each time step ¢ € [T, state s € S, and risk-level @ € [0, 1] (Chow et al., 2015). The
value function represents the risk-adjusted sum of rewards that can be obtained if starting in a state
s € S at time ¢ and a risk level . For example, one would define the value function as v7 (s, ) =
3~ ™9 (r(s, &, §')] and compute v using a Bellman operator T/™ as v3 (a) = (T™vT)(av). In risk-
neutral objectives, the Bellman operator is defined as (77 (v]))(a) = E[vT (3, a)], with « € {1},
but in risk-averse formulations the operator definition is more complex. The remainder of the paper
discusses the decompositions and the operator for CVaR, EVaR, and VaR risk measures respectively.

3 CVaR: Decomposition Fails in Policy Optimization

In this section, we show that a common CVaR decomposition proposed in Chow et al. (2015) and used
to optimize risk-averse policies is inherently sub-optimal regardless of how closely one discretizes
the state space. The following proposition represents one of the key results used to decompose the
risk measure in multi-stage decision-making.
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Figure 1: Rewards of MDP M used in the proof of Theorem 3.2. The dot indicates that the rewards
are independent of the next state.

Proposition 3.1 (lemma 22 in Pflug and Pichler 2016). Suppose that w € Il and 5§ ~ p, a ~ w(5),
§' ~ pg q. Then,

CVaR, [r(5,d,8)] = min Y ¢CVaR, -1 [r(s,d,8) |5 =], (6)

where the state s on the right-hand side is not random and
= {(eAs|a-¢<p}. @)

The notation in Proposition 3.1 differs superficially from lemma 22 in Pflug and Pichler (2016).
Specifically, our CVaR is defined for rewards rather than costs, the meaning of our « corresponds to
1 — o in Pflug and Pichler (2016), and we use £; = 2P, as the optimization variable. We include a
simple proof of Proposition 3.1 for completeness in Appendix A.1.

The decomposition in Proposition 3.1 is important because it shows that the CVaR evaluation can be
formulated as a dynamic program. The theorem shows that CVaR at time ¢ = 0 decomposes into a
convex combination of CVaR values at t = 1. Recursively repeating this process, one can formulate a
dynamic program for any finite time horizon 7". Because the risk level at ¢ = 1 differs from the level
at t = 0 and depends on the optimal ¢, one must compute CVaR values for all (or many) risk-levels
a € [0,1] at time ¢ = 1. As a result, the dynamic program includes an additional state variable that
represents the current risk level.

Chow et al. (2015) proposed to adapt the decomposition in Proposition 3.1 to policy optimization as

max CVaR¥~™®)[1(5,d,5)] = max min Z<8 (CV&RZZ;&? [r(s,a,3') | 5= 8])

well well (€Z¢ ey
o 4 (®)
7 an AN
= ain E Cs (max CVaR{7% - 1[r(s,a,8") | 5= s]) .

They used the decomposition in (8) to formulate a dynamic program with the current risk level as an
additional state variable. We prove in the following theorem that the second equality in (8) marked
with question marks is false in general.

Theorem 3.2. There exists an MDP and a risk level o € [0, 1] such that

max CVaR&~ ™ [r(3,a,3)] < clglzré ZCS (max CVaRaZ:g;l[r(s,d,é’) | 5= s]) )

Before proving Theorem 3.2, we discuss its implications. First, Theorem 3.2 contradicts theorems 5
and 7 in Chow et al. (2015) and shows that their algorithm is inherently sub-optimal regardless of
the resolution of the discretization. Theorem 3.2 also contradicts the optimality of the accelerated
dynamic program proposed in Stanko and Macek (2019). The result of (Chow et al., 2015) was
exploited as is in Chapman et al. (2019), Ding and Feinberg (2022), and Jin et al. (2019) to propose
DP reductions, and extended, without proof, in (Rigter et al., 2021) to the context of a Bayesian MDP.

Finally, it is important to emphasize that Theorem 3.2 only applies to the policy optimization setting
and does not contradict Proposition 3.1, which holds for the evaluation of policies that assign the
same action distribution to each history of states and actions (i.e., policies that are independent of the
hypothesized values of ().
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Figure 2: The functions 6, (-) and 0., (-) used in the CVaR counterexample in the proof of Theo-
rem 3.2. The dashed line shows the function (s, — max e r, .3 O ([Csys 1 — (1)

Proof. Let a = 0.5 and consider the MDP M in Figure 1. In state s;, both actions a; and ay are
available, and in state so, only action a; is available. The MDP’s rewards are

r(s1,a1,$1) = —50, r(s1, a1, $2) = 100,
r(s1,a2,81) = r(s1,a2,82) =0, r(s2,a1,81) = r(s2,a1,s2) = 10.
The transition probabilities in M are
p(s1,a1,81) = 0.4, p(s1,a1,82) = 0.6,
and the initial distribution is uniform: ps, = ps, = 0.5.
To simplify the notation, we define 6 : Zc — R foreach 7 € Il and ¢ € Z¢ as
0:(¢) = ;gs CVaR? " [r(s,,8) | 5= s].

Because CVaR is convex in the distribution (Delage et al., 2019) and any distribution for (3, a, §')
obtained from a policy w € II is a mixture of the distributions of 7($, a;, §') and r(3, as, §'), it is
sufficient to consider only deterministic policies (there exists an optimal deterministic policy). Thus,
we can reformulate the left-hand side of (9) in terms of 0, (¢) as

max CVaR>™[r(5,a,5) = max CVaR>"[r(3,a,3)]
well me{m,m2}

max min - CVaR™ ™ r(s,a,8) | 5= s
Tré{ﬁfim} CEZC ;SC aCsps i ) ]

max min 6,
me{m,m2} CEZC (C) ’

with 1 (s,a1) =1 —m1(s,a2) = 1 and ma(s,a2) = 1 — ma(s,a1) = 1, forall s € S. The functions
O, (-) and 6., (-) are depicted in Figure 2. Similarly, the right-hand side of (9) can be expressed
using the convexity of CVaR in the distribution by algebraic manipulation as

min max CVaR®™® _,[r(s,a,5') |§=s = min ma 0 .
CeZe ;Cs dGA},(q aCspsl[ ( s Wy )| ] CEZs 71'6{71'1?;'2} ﬂ(C)

Using the notation introduced above and the sufficiency of optimizing over deterministic policies
only, the inequality in (9) becomes

max min 6, < min max 6,({). 10
me{m,m2} (EZc (C) C€Zc me{my,m2} (C) (10
Figure 2 demonstrates the inequality in (10) numerically, with the rectangle representing the left-
hand side maximum and the pentagon representing the right-hand side minimum. The dashed line
represents the function ¢ +— max,¢tr, .} 0= (C).



To show the strict inequality in (10) formally, we evaluate the functions 6, () and 6, (-) for MDP
Mc. The function 6, () is linear because the CVaR applies to a constant, and CVaR is translation
invariant. The function 6, (-) is piecewise-linear and convex, and its slope can be computed using

the subgradient that for each s € S and (f € Z¢ satisfies (Chow et al., 2015)
dc. € CVaR, [r(s,a,§)|5=s] > VaR

O‘ﬁ;l@a‘ aﬁ;lfs [T(S, d, 5’) | §= S] .

Simple algebraic manipulation then shows that
0, (¢) = max{10—60¢s,, 905, — 50}, 0-,(¢) = 10—-10¢,, ,

and Z¢ = Ag, which implies that (s, € (0,1). Therefore, by algebraic manipulation, we get the
desired strict inequality

0 = max min 6, < min max 6, =4,
me{m,m2} (EZc (C) CEZc me{my,m2} (C)
where 0 and 4 are represented by the pentagon and rectangle in Figure 2, respectively. O

In summary, the decomposition in Proposition 3.1 cannot be exploited in policy optimization because
the inequality in the derivation above may not be tight:

max CVaR»™™[r(5,a,5) |5=s] = max min pye CVaRZZ;(;l) [r(s,a,8) | 5= s
sES

< CHGHZHC max Z Cs CVaRZZ’;(fl) [r(s,a,3) | 5= s
seS

= min E CS max C\/&R~N A71[7 (S a 5/) | §= S]
als s &y )
CeEZc : deA 4 Ps

where the last equality follows from the interchangeability property of optimization and expected
value (Shapiro et al., 2014, theorem 7.92).

Finally, we omit to comment on the validity of the CVaR decomposition in Li et al. (2022) given that
it considers a different measure than the CVaR defined in Equation (1). Namely, their measure takes
the form:

CVaR.[7] = inf (2 +(1-a)'E[#—2],) = - CVaRi_q [,

which is not a coherent risk measure.

4 EVaR: Decomposition Fails for Policy Evaluation

In this section. we show that a decomposition for EVaR proposed in Ni and Lai (2022) is inexact even
when considering the policy evaluation setting. Ni and Lai (2022) recently proposed a decomposition
of EVaR for a fixed 7 € IT with @ ~ 7(5) and arisk level a € (0, 1] as

77

EVaR, [r(5,a,5)] = min Z{s EVaR, ;. ;-1 [r(s,a,8')|5=4g], (11)

where § ~ P, §' ~ p(§,a,-), and
implicit in Ni and Lai (2022)
o —
Zr={6€As| D & log(6/ps) < —loga,  a-€<p  |. (12)
seS
Note that we use variables £ = z;ps in comparison with z4 in Ni and Lai (2022).

The constraint a - £ < p in (12) was not stated explicitly in Ni and Lai (2022) but is necessary
because EVaR,, [-] is defined only for o/ € [0, 1]. When o’ = a&sp; ! in (11) it must also satisfy
for each s € S that

o' <1 & afpi' <1l & a-& <ps.
This additional constraint on £ implies that Zg C Z¢, for the Z¢ defined in (7).

We claim in the following theorem (see Appendix A.2 for the proof) that the equality in (11) does not
hold even in the policy evaluation setting.



Theorem 4.1. There exists an MDP with a single action and « € (0, 1] such that
EV: ROL ~7 ) s < i s EVaR o R R 5 S = , 13
aRg [1(3, a1, §)] Loin Z;{ aR ¢ p-1[r(s,a1,8) | 5= 4] (13)

the set Zg, defined by (12).

Theorem 4.1 demonstrates a stronger failure mode than the one in Theorem 3.2 (for CVaR policy
optimization) since it applies to both policy evaluation and policy optimization settings.

We propose a correct decomposition of EVaR in the following theorem and employ it to establish that
the decomposition in (11) overestimates the actual value of EVaR (see Appendix A.3 for a proof).
Theorem 4.2. Given any finite MDP with horizon T = 1 and « € (0, 1], we have that

BVaRa [r(3,8.8)] = ]&ngEZ@EWB@[@aynézﬂ,

where

ZL(¢) = {g €As|E<p, > & (log(E/ps) — log(Cs)) < —1oga} .
seS
Moreover, EVaR can be upper-bounded as

=~ ~ N | s
EVaR, [r(5,a,5)] < grrenn ZES EVaR ; ,-1[r(s,a,5) | 5=s]. (14)

5 VaR: Decomposition Holds for Policy Evaluation and Optimization

In this section, we discuss a dynamic program decomposition for VaR whose decomposition resembles
those for CVaR and EVaR described in Sections 3 and 4. We provide a new proof of the VaR
decomposition to elucidate the differences that make it optimal in contrast to CVaR and EVaR
decompositions. Our VaR decomposition closely resembles the quantile MDP approach in Li et al.
(2022) with a few technical modifications that can significantly impact the computed value.

To contrast the typical definition of VaR with the quantile definition in Li et al. (2022), it is helpful
to summarize how VaR is related to the quantile of a random variable. Let ¢ € R define as the
a-quantile of T € X when

Plz<q>a and Plz<q<a. (15)
In general, the set of quantiles is an interval [q; (), q& ()] with the bounds computed as (Follmer
and Schied, 2016, appendix A.3)
gz (@) = sup{z |P[Z <z] <a}=inf{z |P[z < 2] > a},
97 (a) = inf{z |P[Z <z] >a}=sup{z |P[F < 2] <a}.
Note that when the distribution of 7 is absolutely continuous (atomless), then g7 (o) = q («) and

the quantile is unique. The following example illustrates a simple setting in which the quantile is not
unique.

Example 1 (Bernoulli random variable). Consider a Bernoulli random variable é such that ¢ = 1 and
¢ = 0 with equal (50%) probabilities. Then, any value g € [0, 1] is a valid 0.5-quantile because

~(0.5) =1 e < > 0.5} =1 > =
9z (0.5) = inf {2 |P[e<2]>05}=inf {z[z20}=0

g7 (0.5) =sup {z|P[é>2] >05} =sup {z]2<1}=1.
z€ER z€ER

The objective in Li et al. (2022) is to maximize the quantile operator (), : X — R defined for a
reward random variable Z € X and a risk level « € [0,1] as

Qul#) = inf {z|Pl#<2]>a}. (16)

The quantile operator ), and VaR differ in which quantile of the random variable they consider:
Qa(Z) = q;(a),  but  VaR,[#] = qf(a). (17)

As a result, the quantile MDP objective in (16) coincides with the VaR value only when the quantile
is unique, which is not always the case, as shown in Example 1.



Theorem 5.1. Let j: 2 — [N] be a random variable distributed as p = (p;)N_; with p; > 0. Then
for any random variable & € X, we have

VaRo[7] = sup {min VaR,, 1 [#]§=1a-¢< ﬁ} , (18)
CEAN 4 i

where we interpret the minimum to evaluate to oo if all terms are infinite, which only occurs if o = 1.

Proof. We decompose VaR using the definition in (1) as

N
VaR,, [Z] = sup {zER\P[ﬁs<z]§a}gsup {zeR|ZP[£<zz}=i]-ﬁi§a}

i=1

Iz

N
sup {z6R|C6[O,1]N, Plz<z|g=1i] <(,Vie[N], Zciﬁiﬁa}

Il

N
”sup{sup {zeR|PE<z|F=1]<(, Vie [N} ¢ e, Zcmma}

= sup ¢ sup ﬂ {26R|]P’[:E<z|gj:i]§g}}\CE[OJ]N,Zgﬁiga
i€[N] i=1

N
g)sup{minsup {(zeR|PlE<z|g=i <G} |¢eo, 1]V, Zgﬁiga}
i€[N] ;

N
Y sup {m[izrvl] VaRe, [ |5 =1] | ¢ € [0, 3 G < a}.
1€
i=1

We decompose the probability P[Z < z] as a marginal of the conditional probabilities
P[Z < z | § = ¢] and p; = P [g = ] in step (a) and then lower-bound them by an auxiliary variable ¢;
in step (b). In step (c) we replace the joint supremum over z and ¢ by sequential suprema, and then we
replace the supremum of an intersection by the minimum of the suprema of sets in (d). The equality
in (d) holds because P [Z < z] is monotone and, therefore, the sets {z € R |P[Z < z | § = 1] < {;}
are nested. Finally, step (e) follows from the definition of VaR in (1). O

Focusing on the finite MDP with horizon T" = 1, we can show that the decomposition proposed in
Theorem 5.1 is amenable to policy optimization. The main difference between the VaR decomposition
and CVaR is that the former VaR was expressed as a supremum instead of an infimum over quantile
levels ¢. For VaR, changing the order of maximum (7) and supremum ({) does not suffer from a
potential gap, but changing the order of maximum () and infimum/minimum (¢) in CVaR does
suffer from such a gap as shown in Theorem 3.2.

The following theorem (proved in Appendix A.4) summarizes the decomposition for VaR.
Theorem 5.2. Given any finite MDP with horizon T = 1 and « € [0, 1], we have

max VaR&~ ™) [r(5,a,5)] = CseuAp {Islél‘lsl max VaRZZ:;;l [r(s,a,8) [ §=s]|a-¢< 13} )
S

For completeness, Appendix C extends Theorem 5.2 to a setting with horizon T' > 1, providing
dynamic programming equations and a definition of the optimal policy. These equations are analogous
to the equations presented in (Li et al., 2022) yet we obtain them using the accurate definition and
decomposition of VaR,,.

We finally present below a valid decomposition for the lower quantile MDP, used officially as the
objective in (Li et al., 2022) (see Appendix A.5 for a proof).

Proposition 5.3. Given any finite MDP with horizon T = 1 and some « € [0, 1], we have that:

well ¢elo,1]8 SES:(s<1 deAy

3
max Q™) (r(3,a,5)) = sup { min  max Q¥4 (r(s,a,§) | §=s)| ZCsf)s < Oé} :
s=1



We note that the difference with the result presented in (Li et al., 2022) resides in the constraint
imposed on ¢ that replaces the weak inequality with a strict one. In fact, this strict versus weak
inequality is the main distinguishing factor between the decompositions for the lower and upper
quantiles.

6 Conclusion

This paper shows that a popular decomposition approach to solving MDPs with CVaR and EVaR
objectives is suboptimal despite the claims to the contrary. This suboptimality arises from a saddle-
point gap when optimizing policy. We also prove that a similar decomposition approach is optimal for
policy optimization and evaluation when solving MDPs with the VaR objective. The decomposition
is optimal because VaR does not involve the same saddle point problem as CVaR and EVaR.

Our findings are significant because practitioners who make risk-averse decisions in high-stakes
scenarios need to have confidence in the correctness of the algorithms they use. Our work raises
awareness that popular static CVaR and EVaR MDP algorithms are suboptimal, and their analyses
are inaccurate. We hope the results we present in our paper will increase the scrutiny of dynamic
programming methods for risk-averse MDPs and motivate research into alternative approaches, such
as the parametric dynamic programs.
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Figure 3: Rewards of the MDP My, used in the proof of Theorem 4.1. The dot indicates that the
rewards are independent of the next state.

A Proofs

A.1 Proof of Proposition 3.1

Suppose that & > 0; the decomposition for & = 0 holds readily because CVaRq [Z] = essinf[Z].

To streamline the notation, Define a random variable & = r($, a, §') over a random space Q2 =
S x A x S with a probability distribution g € A, such that ¢, . s = ps - 7(s,a) - p(s,a, s’). The
value  is the vector representation of the random variable 7 and & = €,.. € R4 for¢ € R™isa
vector that corresponds to the subset of the elements of €2 in which the first element is some s € S.
The vectors ¢ = x,.. € R¥4 and g5 = g5,.. € R¥4 are defined analogously to &;.

Starting with the CVaR definition in (2) and introducing an auxiliary variable ¢ we get that

CVaR, [7] = i {z7¢ |t <q} = cemin_ {x7¢ |t <q, (=1T¢,Vs€S}

= min {2T€| a6 <q. ¢ =17¢ ol < p, Vs € 5}

= min {z'€|af<q,(=17&, Vs€S]}.
£€R$,<€ZC

In the derivation above, we replaced the infimum by a minimum because (2 is finite, introduced a
new variable ¢, derived implied constraints on ¢, and then dropped superfluous constraints on &.
Continuing with the derivation above and noticing that the constraints on each &, are independent
given ¢, we get that

CVaR, [Z] = min {ijgs |0 <q,(=1"€,Vs€ 3}

£ERY CEZC

(a)
= min lnf {w gs | QES < gs, Cs = 1T£s}
C€2c 9ES£SGR

®)
= Igglczg o {2 x| ap; ' CoXa,s <Py s 0, Va € A s' € S}

The step (a) follows from the interchangeability principle (Shapiro et al., 2014, theorem 7.92), and the
step (b) follows by substituting &, 4,5+ = (sXa,s taking care when ¢, = 0 and multiplying both sides
of the inequality by p; ! > 0. Finally, in step (c), the random variable & = 7(3, a, ') conditional
on § = s is distributed according to ¢ 4 s p5 * and the equality follows from the definition of CVaR
in (2). O

A.2  Proof of Theorem Theorem 4.1
Consider an MDP My, depicted in Figure 3 with S = {s1, s2} and A = {a;} and a reward function

r(s1,a1,-) = 1 and r(se, a1, -) = 0. We abbreviate the rewards to r(s1) and 7(s2) because they only
depend on the originating state. The initial distribution is ps, = ps, = 0.5. We finally let o = 0.75.
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Because Zg C Z(, the right-hand side of (13) can be lower-bounded by CVaR as

min ngEvaRagsﬁgl [r(s,a1,5")] = min Zfsr(s)

€z
£2e seS

> min Zfsr(s) = CVaR,, [r(5,a1,5")] .

Z
£€Zc s

19)

The first equality holds from the positive homogeneity and cash invariance properties of EVaR, and
the last equality follows from the dual representation of CVaR (Follmer and Schied, 2016).

Because EVaR,, [Z] < CVaR,, [7] for each o € [0,1] and Z € X (see (Ahmadi-Javid, 2012,
proposition 3.2)), we can further lower-bound (19) as

~ ~ ~ ~ . =
EVaR, [r(5,a1,8)] < CVaRg, [r(5,a1,8)] < Zin ;58 EVaR ; ;-1 [r(s,a1,5)] . (20)

Therefore, (13) holds with an inequality.
To prove by contradiction that the inequality in (13) is strict, suppose that

EVaR, [r(3,a1,3")] = mnin ng EVaR,, -1 [r(s,a1,8)] . (21)

Equalities (21) and (20) imply that EVaR,, [r($, a1, §")] = CVaRy, [r(5, a1, §)] which is false in
general (Ahmadi-Javid, 2012).

We now show that EVaR does not equal CVaR even for the categorical distribution of 5. The CVaR of
the return in My reduces from (2) to

(22)

CVaRgq [r(3,a1,§)] = min Y &r(s) = max {o, W} '

(%

Since 1 — a=0.25 < 0.5 = p,, , then the optimal £* in (22) is

Psq ta—1
£ = 1-Pe, .
Since KL(£*||p) < — log . we have that £* is in the relative interior of the EVaR feasible region
in (3), and, therefore, there exists an € > 0 such that

EVaR,, [r(3,a1,3")] = CVaR, [r(5,a1,5")] — e < CVaRy, [7(3,a1,3")] ,

which proves the desired inequality. [

A.3 Proof of Corollary 4.2

We start by proposing a new decomposition for EVaR.

Proposition A.1. Given a random variable & € X and a discrete variable j: Q@ — N = {1,...,N},
with probabilities denoted as {p;}_,, for any a € (0, 1] we have that

EV: Ra T - f zEVR T|y=1 ’
ol =l i D6 EVaRG (251

where

N
Zp(¢) = {5 €Ay [E<p, Y &(log(&/pi) —log(¢)) < —loga} -

i=1
Proof. Let g denote the joint probability distribution of Z and y. The proof exploits the chain rule of

relative entropy (e.g., Cover and Thomas (2006, theorem 2.5.3)), which states that for any probability
distributions 17, ¢ € A with n < g that

KL(nllq) = KL(n(9)lla(9)) + KL(n(Z|9)lla(Z9)), (23)
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where the conditional relative entropy is defined as

n(z z?)]
q(z[g)
with E?[f(Z, §)] as a shorthand notation to indicate that (%, §) ~ 1. We can now decompose EVaR
from its definition in (3) as

KL(n(&]§)|a(#l7)) = E” [mg

—_ . nis c_
EVaR,, [Z] neAnlflzfzn«q {IE [Z] | KL(n | q) < —log a}

@

inf (B[] | KLn(7)]la(3)) + KL (#17) a(317)) < ~loga}

neA . Nnm<kLq

— it (Bl [ KLn@)la@) + 7 |67 flog W20 5] < - 1ogal

NEA,,. N MKLg ( |y)

: - KL(n(7)llq(7)) + E"[—1og(¢z)] < —loga
N AR {E"[E"[”“ [T, (B [log(E0) a1y | 7] < log(¢y)] = 1 }

inf ES[EVaRe, [£[7]] | KL(£||p) + ES[—log(¢)] < —1
conncdt o A BEEVaRG [#13]) | KL(E]P) + B4~ loa(¢y)] < ~ logar}

N
- f JEVaRe, [7 | § i log(& /s ilog(G) < —loga p .
= cenn ey g@{ZE aR¢, [7 ]9 = \ZE 0g(&i/pi) ;5 0g(¢:) oga}

Here, we decompose the relative entropy of 7 and g using (23) in step (a) and then use the tower
property of the expectation operator in the next step. In step (b), we introduce a variable (; for each
realization of § = ¢ with 4 € N\ to decouple the influence of 77(&|§), under each §, in the inequality
constraint. Finally, we replace the conditional EVaR definition by solving for n(&|g) for a given ¢
in step (c), and representing 7(g) using &.

The first part of our theorem follows directly from Proposition A.1. Suppose that o > 0; the result
follows for o = 0 because EVaRy [-] reduces to ess inf. Then, the second part of the corollary holds
as

EVaR, [r(3,a, §)] =

= inf SEVaRSrs,as slo < —loga

¢e(0,1]V, ¢eAy ;S.f ¢ [ ( ‘;5 ggs Ds & }

< inf s EVaRe, [r(s,a,3) s 10 < —loga, £ <a lp
_CE(OJ]N}&AN{gf . [r( \Sezss ggs 5 < —loga p}
< inf E )5 = <alp}.

< Inf {ggfs VaR,; ;-1 [r(s,a,8)[§=s][§ < p}

The first inequality follows from adding a constraint on the pairs on the & considered by the infimum.
The second inequality follows by fixing (s = CS with CS = aé,p; ! foreach s € S. This is an upper
bound because ( is feasible in the infimum:

Zﬁslog —— = —loga < —loga.
seS sPs

The value és is well-defined since p, > 0 and the constraint £ < o~!p ensures that és < 1. Also, we
can relax the constraint (; > 0 = & > 0to & > 0 because EVaRg [Z] = lim,_,0 EVaR,, [Z], and,
therefore, the infimum is not affected. Finally, the inequality in the corollary follows immediately by

further upper bounding the decomposition above by adding a constraint. O
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A.4 Proof of Theorem 5.2

The equality develops from Theorem 5.1 as

may VaRETOY G0 = ma e mig (VR .80 8 )

_ . ar~(s) ~ o~/ x )
CeASslzloIc)-cgﬁglEaﬁ( s (V Rac pil[ r(s,6,5) |5 =]

= su min ( max VaR*>% _,[r(s,a, 5 5:8)
CeAsfc<p sES (deA)Z alsps 1[r(s,a,8') | 1),

where we first change the order of maximum and supremum, followed by changing the order of
max, mins with ming max,. The latter is a direct consequence of the interchangeability property of
the maximum operation (Shapiro, 2017, proposition 2.2). O

A.5 Proof of Theorem 5.3

The proof mainly relies on correcting the decomposition of lower quantile proposed in (Li et al.,
2022).

Proposition A.2. Given an @ € X, suppose that a random variable §: Q — N = {1,... N} is
distributed as p = (p;) Y., with p; > 0. Then:

Qa(i) = sup {ZENC <1 QQ j Zj ZQ}% < a} ) 24

¢elo, 1]V

where we interpret the supremum to be minus infinity if its feasible set is empty, which only occurs if
a=0.

Proof. First, we decompose the lower quantile using its definition as

N
Qa(x)—sup{z|IP[x<z]<a}—sup {zzpm<z|y—z}pl<a}

z€R i=1
N

Q qup {zZCiﬁi<a,P[i<z|§—i]<Ci,Vi€N:Q<1}

z€R,€[0,1]N i—1

N
9 sup {Z|Z<Q<i(flﬂ=i),Vi€NiQ<1vZgﬁi<a}

z€R,CE[0,1]N i=1

N
@ sup {sup {z]2<Q@|g=1),Yie N :( <1} | Zgﬁi<a}

¢efo,1]V | zeR i1

© o
= <
sup {ze/\f§<1 Qe (T |y=1) | E Cipi a}

¢elo,V

We decompose the probability P [Z < z] in terms of the condltlonal probabilities P [Z < z | § = ] in
step (a) and then lower-bound them by an auxiliary variable (; in step (b). In step (c), we exploit the
following equivalence:

Pla<zj=il<G © 2<Qu@|j=1
The direction <« in the equivalence follows from the definition of Q., (Z | § = %):
2< Q@ |g=0)=mf{z|P2<z|g=1>GG} = Plt<z|g=1 <.
The direction = follows from the definition of VaR (see equation (1)), which implies that VaR
upper-bounds any z that satisfies the left-hand condition:

Pa<z|g=i<@G = Qu@|g=i)=sup {zeR|Pz<z|g=1i <G} >z
yet Q¢, (T | § = i) # z otherwise since P [Z < z | § = ] is right continuous, there must exist some
e > 0 for which P [Z < z+ € | § = i] < (; hence:

z=sup {zeR|Plz<z|g=i <G} >z+e>z,
which leads to a contradiction. In step (e), we solve for z. Finally, we obtain the form in (24). O
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Figure 4: An example used to show the sub-optimality of a policy in Appendix B.
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Figure 5: Return computed in Chow et al. (2015) vs optimal CVaR policy for the example in Figure 4
with ps, = ps, = 0.5 and M = 600. The optimal CVaR policy for each « is denoted by 7*. The
value function ¢ is computed according to the decomposition in the r.h.s. of (8) and the corresponding
policy is 7.

B CVaR Suboptimal Policy

In this section, we construct a simple MDP to demonstrate that the suboptimality of the CVaR
decomposition discussed in Section 3 can also lead to computing a suboptimal policy. First, we give
a particular example in which the policy computed according to Chow et al. (2015) is suboptimal.
Then, we show that the sub-optimality gap can be arbitrarily large.

To demonstrate the suboptimality of the policy computed in Chow et al. (2015), consider an MDP
with two states and three actions and a horizon 7' = 1 as shown in Figure 4. Also let M = 600 and

300 [~

200 [~

0 ()

100 |

0k
L I I
0.00 0.25 0.50 0.75 1.00

Figure 6: The function 0, (-) and (s in CVaR decomposition at o = 0.5 for the example in Figure 4
with ps, = ps, = 0.5 and M = 600.
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CVaR decomposition suboptimality
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Figure 7: CVaR decomposition suboptimality for different M and p4o for MDP defined in Figure 4

Ds; = Ds, = 0.5. An optimal solution for the s; sub-problem in this example is

CVaR/[r(s1,a9,8)] ifa’ <0.5

CVaRo[r(s) [ 5 =] = {CVaRa/[r(sl,al,é’)] if o' > 0.5.

Figure 5 depicts the sub-optimality demonstrated by the CVaR decomposition. CVaR decomposition
for policy optimization would over-approximate (black dash) the value function and commit to a
sub-optimal solution (red solid). This simple example answers the following important concerns on
the suboptimality.

First, CVaR policy optimization decomposition in Chow et al. (2015) can lead one to choose a
suboptimal policy . In particular, Figure 5 shows that the CVaR policy optimization decomposition is
an overestimate of the return and the decision maker commits to the worst action for CVaR objective
a € (0.25,625). Furthermore, action a3 is never chosen for (Chow et al., 2015) even though it is
the only optimal action for « € (0.375,0.6875). We can see from Figure 6 when we inspect the ¢
function for a = 0.5 that ag is optimal with CVaR return of 50. However, the CVaR decomposition
would select a; or as and over-estimate the CVaR return to 100, but the sub-optimal actions a; or as
would have the true CVaR return of 0 instead.

Second, there is no upper bound on the sub-optimality of the action chosen with respect CVaR return
of the optimal action. The regret of the sub-optimal return is dependent on the distribution of the
sub-optimal action and unbounded with respect to the true optimal return, as the performance of the
sub-optimal return for o € (0.25,0.5) is worse than the worst case scenario of the best worst-case
policy. Increasing the magnitude (M > 400) for the reward instead of the sub-optimal action a; in s;
in Figure 4 increases the sub-optimality and can be arbitrarily large.

Third, the sub-optimality can occur for any « € (0, 1). As above, we use the MDP in Figure 4 and
perturb two values to demonstrate the suboptimality by (i) increasing the magnitude (M > 400)
for the reward of the sub-optimal action s1, a1, or (ii) increasing the initial state probability (ps,).
That leads to increasing the range where the CVaR decomposition for policy optimization yields a
sub-optimal policy as shown in Figure 7.
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C Extension to Longer Horizon

For completeness, we include in this section an extension of the corrected decomposition presented
in Theorem 5.2 to horizon T" > 1. Our demonstration establishes that the decomposition proposed
in Theorem 1 and 3 of (Li et al., 2022) actually applies to the upper quantile (i.e. value-at-risk) of
the cumulated reward rather than the lower one as claimed by the authors. In comparison with the
proof found in (Li et al., 2022), we pay close attention to demonstrating that the supremum in (5.1) is
attained when finite and that deterministic policies are optimal.

Given any finite MDP with horizon 7' > 0 and « € [0, 1], we define the initial value as
= C<p,. 25
v = Inax {rsnelg max g1 (s, a, aCsPy Dla-¢< p} (25)

The state-action value function ¢;: S x A x [0, 1] — R for the terminal stept = 7'+ 1 and @ € [0, 1]
and each s € S and a € A is defined as

oo ifa=1
qr+1(s,a,a) = 0

otherwise.
Foreacht =1,...,T and a < 1 the state-action function is defined recursively as
R s !/ /! /! —1
a(s,a,) == nax {glelg max 7(s,a,8") + qu1(s’,a’,aep ) [ ¢ < psa} : (26)
For oo = 1, the state-action value function is defined as
q(s,a,1) :=00

To construct the optimal policy, we also need to define a history-dependent risk level & : St x A~ —
[0, 1] that satisfies foreacht =1,...,T and s1,...,st and ay,...,a;—; that

q(s, a, & (S1:4, a1:0-1)) = 31612 gleaﬁ r(s,a,s") + qi1(s', d', @1 ([s1, 8] [ar4—1, d']).

The appropriate values &; can be readily recovered from the optimal solution to (26). Finally, letting

ifay =1
ay (s, on) € {A o= (27)
argmax,c 4 q+(s¢,a,a¢) otherwise ,
we construct a deterministic history-dependent policy 7;: S* x A'~! — Aforeacht=1,...,T
and s1,...,s¢and aq, ..., a;—1 that puts all the probability mass on a; (s¢, @ (S1.¢, a1.¢-1))), i.€.
]P)&t""ﬁ't(Sl:txal:tfl)(dt — a:(stvat(sl:taalzt—l))) - 1. (28)

The following theorem states that the value function defined above represents the VaR of the returns
of the optimal policy. Moreover, the history-dependent policy 7 above is optimal and attains the
optimal VaR return.

Theorem C.1. For a finite horizon T and any « € [0, 1] we have that vq defined in (25) coincides
with the optimal VaR return:

T
vo = max VaRar~me(St:t,@1:0-1) lg T(§t7dt7§t+1)] .
s
=1

Moreover, this optimal return is attained by the policy (ﬁ'f)t 1 defined in (27):

vy = VaRa’fNﬂ'f S1:¢,01:¢— 1) [

HMH

st,at, St+1 ] .

In proving Theorem C.1, we will make use of the upper semicontinuity property of VaR,,[Z], which
is presented in the following Lemma for completeness.

Lemma C.2. The function VaR,[Z] is upper semicontinuous in « on the interval o € [0, 1].
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Proof. This follows from the fact that VaR,[Z] is non-decreasing and right-continuous in terms of «
(see Lemma A.19 in (Follmer and Schied, 2016)). O

Proof of Theorem C.1. The proof consists of two steps addressing the two equalities stated by the
theorem.

Step1: Forallt =1,...,7T, we let

@t(St,at,Oét) =

T
5.//\‘71‘/(5 ./,& ! — ) ~ ~ ~ ~
max VaRgq, 0 HETTETTU (g ag, Spy) + g r(8p, Gy, Spr41) | Syt
m€llip1.m t=t+1

where II,, ;.7 refers to the set of all history-dependent policies starting from time ¢ + 1, and
where VaR, [Z]s:, at] is short for VaR,[Z|3: = st, a: = at]. We will first show how ¢:(s, a, o) =
qi(s,a,) forallt =1,...,T,s € S,a € A, and a € [0, 1]. We follow with our conclusion about
V9.

First, addressing the case & = 1, one can easily see that forallt =1,...,7,s € S,and a € A, we
have that
a G a ) =
~ Qpr T (S .t/ ,a ! — ~ ~ ~ ~
Gie(st,a,1) = max VaR," 7 rrheerest [r(st, at, 141) + Z r(8,ay, Sp41) | 51, at]
melly1.7
t'=t+1
=0 = qt(st7at7 1) )

based on our definition of value-at-risk for o = 1.

Next, for 0 < o < 1 and using p short for ps, when can start looking at time ¢ = 7', where we have
that for all s € S,and ar € A :

gr(sr,ar,ar) = VaRa, [r(sr, ar, 5i41)|s7, ar)

= Cs€11Ap {31612 VaR,, . ,-1[r(sr,ar, S ar-¢< p}
S s

= cnelaA}; {glelg VaRaTCs,p;l [r(sp,ar,s)] | ar - ¢ < p}

= i Y+ VaR_ . 1[0 (<
Inax {glelg r(st,ar,s') + VaR, . -1[0] |ar-(<p

_ : / I —1 X
= loax {g}elg r(st,ar,s’) +£r,lg§qcr+1(s o arCepy) | ar - ¢ < p}

= QT(ST,GIHOZT),

where we first use the definition of (s, a, «), then the decomposition of VaR in Theorem 5.1. We
follow with confirming, based on extreme value theory, that the supremum over ¢ must be achieved
given that VaR,, (%) of a random variable Z is upper semi-continuous (usc) in « (see Lemma C.2),
that the minimum of a finite set of usc functions is usc, and that Ag is compact. The other two steps
follow from the translation invariance of VaR and the definition of g71(s, a, @).

Moreover, forall 1 < t < T let hy.y = (St:7, @g.p—1) as the history between ¢ and ¢'. Using the
short-hand 7y, = r(8y, ay, $¢741), and when 0 < a; < 1, we have that:
T
a

N Qg Pyoq. s - .
Ge(s¢, ar,00) = L hax VaRg! ol f'Jrl't/)[r(st, at, 5t41) + E (8¢, Qe Ser41)|S¢, Ay
t+1:T tl:t+1

5 T

. a PNTC h Y ~ ~

= max sup { min VaR"* f_ﬁ e )[r(st,at,sl) + g T | S =8 ¢C<p
mellit1:r ¢eAg | S'€ES aiCorp v

~ T
= max max {min VaRatwﬂt/(ht“‘“)[r(st7at7s') + Z Foo |41 =8 ar- ¢ < p}

-1
v i,
mw€llip1.7 (€EAs | ’ES tCsrP Wareft
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3 T
= max max min VaRa*'Nm/(ht*”/)[r(st,at,sl) + Z T |G =8 ¢C<p

CEAs | m€lliy1.r s'ES atcs/ps_/l t'=t+1
= max { min max atﬂwf’l&twﬁﬁl(ﬁt’“:t')[r(st,at,S/)—I—
C€As | €S dean frotacactlth atCerp
T
> Fulap=s]a-C<p
t=t+1

= max {min r(st,ar, s')+

CEAs | S’ES
Gy - T
Gpp1~oddg o T (hy o, -
max Al attzl/p_l t! t/ ( t+2_t/)[ Z For | Si41 = S/] | o - C S p
deAA T aca €I 5 1 s' st =1
= max { min (s, ag, 8') + 441 (8, wlopyt) |- ¢ < p (29)
¢eAs | s’eS S -

where, as before, we start by exploiting the decomposition Theorem 5.1 and explicating that the
supremum is attained. We then change the order of the two maximums, followed by changing the
order of max, ming with ming max,, which follows based on the interchangeability property of the
minimum operation (Shapiro, 2017, proposition 2.2). We finally introduced a (s, «)-value function
operator which can be reduced as follows:

De(s, @) := max VaRngd’at’/Nﬂ-t/t(hHl;t)[Z (3, Gy, 841)|5 = 3]
deAa {ma}acacnl} o pra!
= max max VaRZtNd’at/Nﬂ?'t(ht““’)[Z (8, ayy Sr41)]5 = §']
{m*}acacty , d€A2A tr=t
) 3 T
= max max VaRZ“Nﬂ:/(h‘“;t)[r(s, a,8i41) + Z (8¢, Sp41) |8 = 8,ar = a
{m*}oeacllf) . 064 t=t+1

T

Ay ~TT /(}_L . /) ~ ~ ~ ~ ~ ~
=max max VaRs" " T r(s,a,8041) + g (8¢, ayr, 5p41)|5¢ = s,ar = a
a€A w€llipq.7 =il

= j 30
Ianeaj(%(saava)v ( )
where we exploited the fact that value-at-risk is a mixture quasi-convex function (Delage et al., 2019),
meaning that it cannot be improved by a randomized policy.

Hence, replacing ¢ back in equation (29), we get

Ge(st, ar, ) = 4122}; {glelg r(se, ap,8") + gleaj((jt—i-l(sla aCopyt) |- C<p

= max {gnelg (st ae,8") + gleajcqm(s’,atcsfp;l) lai-¢ < p}
= Qt(5t>at>at)~

Finalizing our conclusion, we get using the short-hand 7, = 7 (8¢, a¢, §;+1) that

T
max VaR&:~7¢ () g | =
mell «
t=1
. T
. dyrore (. . .
= max sup { min VaRaofC ﬂ:‘_(l 1:t) E | 81=8|]a-¢C<p
mell ¢eAs |8 €S s'Pgr pary
i T
. ay~d,ag~myt (ho. U "
= sup { min max VaRalC R e (haie) E Ftls1=8]]a-¢<p
¢ceAg |s'€S dEAA,{ﬂ“}aeAGH‘;TL s'Por =1

21



T
. e (hae) .
= su min  max  VaR% "t_( 2t = a-¢<
CEAI.)S {S’ES a€A,mells. agyrp ! Z ‘ ¢<p

= sup {mmmaqu(s a,alepyt) |51 =5]a-¢< ﬁ}
CEAg | S'ES a€A

= sup [mmmaqu(s a,alepyt) |51 =5 |a-C<P
CEAg s'€ES a

=70,

where we employ the same steps as for reducing §; to ¢;.

Step 2: Regarding the optimality of the proposed policy, we will show inductively that

t Staataat> =

T
byt (. . L D
VaRgY o (o) [T(Smamswl) + E (8¢, @y, Spr41) | 8¢, at, @ (81:4, G1:6-1) =
tr=t+1

is an upper envelope for G (s, as, ay) for all 1 < ¢ < T'. Conditioning on ¢ in the definition above
is necessary because the policy 7 depends on the risk level a.. This can then be exploited to obtain
the following inequality:

T
Gy~ (R
VaRZ‘ t( 1't) Z’I’ St,at,8t+1 ]
t=1

= sup {mm VaRafNﬂ,'Eh“)[

¢ceAg | s€S alsp 7(8t, e, S141)|51 = 5] |- ¢ < 13}
€Ag s

- 1

= sup {mm \/zablziatN"rth1 t)[ (8¢, e, $141)|51 = 8,01 = aj(s,a1(s))] | a- ¢ < f)}

ceas | s€8  aGh e
T
> mlg VaRatl?";‘(hl 2 r(8¢, ag, St41)|51 = s,a1 = aj(s,a1(s)),a1(51) = a1 (s)]
sE
t=1
= min ¢i(s,aj(s, @(s)), @(s)) > min Gi(s,aj(s,a1(s)),ai(s))
seS seS
= min ¢1(s, a1(s, a1(s)), au(s)) = minmax qi(s, a,a1(s))
- g {mi ey o0 o€ <9 =
T
_ V. Rat""ﬂ'f(hl :t) T
1;165% a ;T(Staatasﬂ-l)

T
> VaR& 7 [Zr(ét, ar, mﬂ] ,
t=1

where the first step comes from the decomposition of VaR, the second from the definition of 7. The
third step follows from the feasibility of (s := a1 (s)/(ap; ). We then exploit the definition of G,
the fact that it upper bounds ¢, the equivalence of ¢; and ¢;, and definition of aj. On the sixth line,
we exploit the definition of @ (s), followed with the definition of vg. These steps would therefore
confirm that 7 is optimal.

We are left with showing that ¢, upper bounds §, for all t = 1,...,T. Specifically, starting with
t =T, we have:

Gr(st,ar,ar) = VaRa, [r(s7, ar, 3741)|sT, ar] = ¢ (s, ar, ar) 3D
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Then, for t < T we focus on the case o, < 1, since otherwise we have co > oo. Specifically, we first
define

T
Ty (50, ) 1= VaRE ™™ (M) [ (5 Gy, 5p1) + Z (St e, Spry1)[se, Qi (S1at, Gra—1) = v,
t=t+1

which captures the value-at-risk at level «; of the reward-to-go looking forward from time ¢t when
running 7 given that the history up to time ¢ satisfies & (81.¢, a1.¢—1) = .

We then take inductive steps starting from ¢ = 7" down to t = 2. At each ¢, we can verify that if g, is
an upper envelope for ¢y, then :

Vi(st,1) =00 > 00 = maxqt(st,a 1) = 04(s¢, 1)
acA
and that for 0 < oy < 1:

T}t(styat) _ VaRZi/Nﬁt/(;leﬂ) |:’I"(St, dta §t+1)

+ Z Str, Qyry 5t’+1) \ S,y = Ay (8t704t) 04t(51t,a1t 1) = Oy
t'=t+1
:Cjt(stya:(Staat%at) > th(Sua:(Snat%at) = Qt<3t7a:(3t7at)7at)
= Iglefi}%(st,%at) = Igléﬁ(dt(st,a,at) = ﬁt(St,Oét)7

where we first used the definition of 7, then used the definition of §T, followed with the assumed
property that g; is an upper envelope for ¢.. We then employ the equivalence of §¢; and ¢; twice, the
definition of a}, and the relationship between ¢ and ¢, established in (30).

Next, we confirm that if ¥, is an upper envelope for vy, then taking one step back and using the
short-hand 7y = (84, ay, Sp11) we get:

ét—l(st—laat—laat—l) =

T
a,r~,r (hy. ~ . _ ~ ~
VaRZ',’,’,lﬂ”( 2 [r (o1, ae-1, 8e) + ZT’f/ | st—1,at-1, Gr—1(S1:¢-1, A1:¢—2) = 1]
t'=t
= sup {mln r(st—1,a1-1,5 )+
CEAS 'es
T
~7ty (R - L -
Va RZH ey t,)[z oo | 80 = 8" ap—1, -1 (8141, 014-2) = ] |1 - (< p
t 1C P s/
t'=t
= sup {mln r(st—1,a1-1,5 )+
¢ceAg S'ES
N T
g~y (R - .
VaRZtt’ lzt:; llt,)[z i | 5p =8, au(81:,a1:0-1) = g1, 80-1,00-1,8")] [ a1 - < p
s !
t=t

> mi !
> miy r(S¢—1,0i-1,5 )+

g~y (hy,yr) ~ I A _ ’
o E Fo | st =", (81, arie—1) = g1, St—1, a1, 8')]

t=t

=min 7(s;—1,a:-1,8") + 0:(s', g(as—1, 801,001, 8))
s'eS

> min 7(s;—1,at-1,8") + 048", g(w—1,8:-1,a1-1,5"))
s'eS

zglelg r(St—1,G1—1,8 /)+max Ge(s' a,g(cs_1,8-1,ai-1,5"))

= min r(se-1,0¢-1, 5 s) +maXQt(5'7aag(at—l,st—l,at—hS'))

= sup {mm r(St—1,0t-1,S /) +maXQt(SlaaaOét—1Cs’p;1) | ai_1-¢< P}
CEAs ac€A

23



= sup {min r(si—1,at—1,8") + 0e(s, u_1Copyt) | w1 - € < p}
¢eAs s'eS

= Gi—1 (Stfh at—1, Oétfl)o
where

1

_ . -1
gla,s,a,8) = Py min r(s,a,s”) + gleaj( (s, a, aCs”Ps7a7s//)

arg max
CEAs:a-(<ps.as’ES o

The first step comes from the decomposition of VaR, the second from the fact that a; is known given

that &;_1, §;, and a;_; are fixed while Zf,:t (84, @y, Sp+1) only depends on §; and @;. The third
step follows from replacing the supremum over ¢ with a feasible member of Ag. The fourth step
follows from the definition of ¥, followed with the fact that it upper bounds ©,. Finally, we exploit
the definition of g(-) and of g;—1(-). This completes the inductive proof demonstrating that §(-) is
an upper envelope for ¢, (-) forall 1 <¢ <T.

O
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